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ABSTRACT
A long-standing question within the robotics community is
about the degree of human-likeness robots ought to have
when interacting with humans. We explore an unexam-
ined aspect of this problem: how people empathize with
robots along the anthropomorphic spectrum. We conducted
an experiment that measured how people empathized with
robots shown to be experiencing mistreatment by humans.
Our results indicate that people empathize more strongly
with more human-looking robots and less with mechanical-
looking robots.

Categories and Subject Descriptors: I.2.9 [Artificial
Intelligence]: Robotics-Commercial robots and applications;
J.4 [Computer Applications]: Social and Behavioral Science-
Psychology, Sociology

General Terms: Experimentation, Human Factors

1. INTRODUCTION
A continuing question within the robotics community con-

cerns the degree of human-likeness robots ought to have
when interacting with humans. This question is often framed
within the context of the Uncanny Valley effect, which is a
theory proposed by Mori that posits as robots become more
humanlike they become more familiar (and thus more like-
able) until the mismatch between their form, interactivity,
and motion quality elicits a sense of unease [3]. This notion
seems plausible given the idea of Simulation Theory, an es-
tablished theory in psychology that suggests that the way in
which we understand the minds of others is through “sim-
ulating” another’s situation (i.e. putting ourselves in their
shoes) in order to understand their mental state/emotion.

If such a simulative system does exist, it follows that it
should be easier to empathize with the emotions and mental
states of an agent that appears similar to us than with one
that does not. A large number of social psychology studies
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support this and point to the fact that in-group bias and
consequent referential treatment can be triggered by mark-
ers of physical similarity (e.g. skin color) [6]. In addition,
evidence from developmental psychology suggests that chil-
dren, from birth onwards, use a simulation metric (‘like me’)
as a building block from birth to detect others’ emotions and
mental states [5].

In robotics, several researchers have tested how people
view robots of varying degrees of human-likeness. Goetz et
al. showed people prefer more humanlike robots for jobs re-
quiring more sociability [1]. Hinds et al. showed that when
collaborating with robots of varying degrees of human like-
ness people took less credit for work done and less personal
responsibility as robots were more humanlike [2]. Krach et
al. showed a linear relationship between degree of anthropo-
morphization and cortical activation in brain areas related
to how we process other minds [4].

One dimension of the human-likeness problem that re-
mains unexplored is the degree to which people empathize
with robots along the anthropomorphic spectrum. How does
the degree of human-likeness affect empathy? Would ob-
serving robots in distress evoke a sense of charity? On the
basis of Simulation Theory, as well as prior results reported
in the robotics literature, we predicted that there will be an
anthropomorphic gradient in the degree to which people em-
pathize with robots, i.e. the more humanoid a robot looks,
the more people will empathize with it.

Thus, we designed an experiment to test the hypothe-
sis that people will be more empathetic toward human-like
robots and less empathetic toward mechanical-like robots.
We examined how people empathized with a variety of robots
shown to be experiencing mistreatment by humans.

2. METHODOLOGY
We created a within-subjects, web-based survey in which

people watched 30-second film clips featuring five protag-
onists of varying degrees of human-likeness (See Fig. 2).
Roomba is a disc-like, wheeled robotic vacuum cleaner that
can beep several tones. AUR is an LED robotic lamp with 5
degrees-of-freedom; it is silent but can use its light to convey
a range of colors and intensities. Andrew is an adult-sized
humanoid with full range of movement, limited facial expres-
sitivity, and has a slightly mechanical sounding voice. Alicia
is an adult-sized android with a full range of movement, a
fully human appearance, and has a mostly-human sounding
voice. Anton is a human boy.

For each protagonist, subjects viewed one emotionally evoca-



Figure 1: The protagonists used in the experiment.

tive and one neutral clip. There were ten clips in all. In
the emotionally evocative clips, humans acted exceptionally
cruel to the protagonist, such as shouting at them, pushing
them, or ordering them to do embarrassing things. In the
neutral clips, the protagonist was shown doing something
mundane such as cleaning the cellar or setting the table.

For each clip respondents received the following set of
screens. First, a black and white picture of the protago-
nist. Then, the 30-second clip featuring the protagonist.
Last, subjects rated on a Likert scale how sorry they felt
for the protagonist (1 = not at all, 6 = extremely). This
single-question approach allowed subjects to express a more
“raw” empathy response to the stimulus because they didn’t
have to give a lot of thought to their reply.

Immediately following the film clip section, subjects were
shown pictures of the four robots with the following ques-
tion: “Imagine there’s been an earthquake and you can only
save one of the robot protagonists. Which one would you
save?” This question is similar to instruments used in other
empathy studies regarding the notion of charity. Such phras-
ing targets the pro-social behavioral component of empathy
(i.e. the component of empathy that leads to “helping” be-
havior toward others in need) in the subjects.

3. RESULTS
Our independent variable was protagonist appearance, and

our dependent variable was the amount of empathy expressed
per protagonist as measured via the empathy scale and earth-
quake question. Our data was not normally distributed (and
also ordinal), therefore we used non-parametric statistical
measures in our analysis.

40 male and 80 female subjects completed our survey.
Their ages ranged from 18 - 76 years old (mean age: 29.4,
σ = 9.9). We did not find a significant impact on robot
empathy ratings due to age or gender.

To analyze whether the amount of empathy expressed
per protagonist related to robot appearance, we performed
Friedman’s Test to see whether there was a significant dif-
ference in the rankings. The rankings were: AUR: 1.95,
Roomba: 2.18, Andrew: 3.21, Alicia: 3.65, and Anton: 4.01.
(p < 0.05). In answer to the earthquake question, respon-
dents significantly favored Alicia (39%) and Andrew(47%)
over AUR (6%) and Roomba (8%). Thus, people felt far
more empathetic toward the humanoid robots, Alicia and
Andrew, than to the mechanical-looking AUR and Roomba.

4. DISCUSSION
We found strong support for our hypothesis that people

are more empathetic toward human-like robots and less em-
pathetic toward mechanical-looking robots. This result is
compatible with Simulation Theory which states that peo-
ple mentally ‘simulate’ the situation of other agents in or-
der to understand their mental and emotive state, and that

the more similar the other agent is to the empathizer the
stronger the empathy expressed. Our result also supports
the recent findings of Krach et al. who found that as the
degree of anthropomorphization increases people neurologi-
cally view robots as being more like themselves [4].

Our findings contribute in several ways to the human-
robot interaction community. First, from a theoretical stand-
point, our results inform the human likeness debate. It may
be that when people feel uncomfortable around a human-
but-not-quite robot their simulation metric is upset.

Our second contribution is that designers of social robots
now have another means by which to understand the accep-
tance of their robot. Before they even place a robot in front
of a user, they are now aware of some of the inherent biases
their users will have in terms of their empathetic outlook.
Since empathy is such a key component in effective social
interaction, this result is something likely to be of interest.

Third, our results help to inform some recent robot ethics
debates. Whitby raises a number of ethical issues regarding
the mistreatment of human-like robots. He argues that while
people have the personal liberty to abuse property within
the privacy of their own home, should their act of abuse
cause harm to other human beings it becomes morally un-
acceptable [7]. Considering our results showed that people
empathized nearly as much with the humanoid and android
robot protagonists as they did with the human protagonist,
witnessing human-like robot abuse could potentially bring
emotional harm to other humans. On the other hand, our
results also show that people probably wouldn’t feel partic-
ularly bad if they saw a mechanical looking housework robot
being abused. So, in short, appearance does matter when it
comes to designing ethical frameworks for robots, and this
area warrants further investigation.
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