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Computer Laboratory
University of Cambridge

{Vaiva.Imbrasaite, Tadas.Baltrusaitis, Peter.Robinson}@cl.cam.ac.uk

ABSTRACT

Digitization of how people acquire music calls for better mu-
sic information retrieval techniques, and dimensional emo-
tion tracking is increasingly seen as an attractive approach.
Unfortunately, the majority of models we still use are bor-
rowed from other problems that do not suit emotion predic-
tion well, as most of them tend to ignore the temporal dynam-
ics present in music and/or the continuous nature of Arousal-
Valence space. In this paper we propose the use of Continuous
Conditional Random Fields for dimensional emotion track-
ing and a novel feature vector representation technique. Both
approaches result in a substantial improvement on both root-
mean-squared error and correlation, for both short and long
term measurements. In addition, they can both be easily ex-
tended to multimodal approaches to music emotion recogni-
tion.

Index Terms— Arousal-Valence space, continuous emo-
tions, machine learning, feature representation, acoustic fea-
tures

1. INTRODUCTION

Most of music singles and a substantial (and growing) pro-
portion of albums are sold in their digital versions in UK[1].
With a fifth of all the consumers having fully transitioned to
digital music, the need for more intelligent and powerful ways
of managing digital music libraries is stronger than ever.

There is no doubt that people associate emotions with mu-
sic and use emotion related terms when searching for music
[2]. This naturally leads to a conclusion that we need an ef-
ficient and accurate way of automatically inferring emotion
in large collections of songs. There is a growing body of re-
search that attempts to tackle this problem, but the majority of
work is still focused on trying to assign categorical emotion
labels to classical music, while leaving emotion tracking and
popular music in general largely unattended.

In this paper we introduce an adaptation to continuous
conditional random fields (CCRF), that has so far never been
used in emotion tracking in music (section 3.2). We also ex-
plore a novel way of representing acoustic features for ma-

chine learning (section 3.1) and show how these two tech-
niques on their own and together can improve the accuracy of
emotion tracking (section 4).

The code for CCRF and test-scripts that would allow easy
reproduction of results is available on our website1.

2. RELATED WORK

Both dimensional emotion representation using Arousal-
Valence (AV) space and emotion tracking rather than predict-
ing emotion for the entire sequence is gaining popularity not
only in the field of music and emotion, but also in other areas
of affective computing.

While there has been some work done on trying to com-
bine emotion classification and emotion tracking (Schubert et
al. [3] explored music emotion labeling using discrete emo-
tion faces; Lu et al. [4] proposed to segment a song into ranges
of stable emotion and do emotion classification on them),
the majority of work focuses on emotion tracking in the AV
space.

Within the approaches of emotion tracking, a large part
of research has been focused on trying to infer the emotion
label over a time window independently of the surrounding
music (bag-of-frames approach) (Korhonen et al. [5], Panda
and Paiva [6], Schmidt and Kim [7], Schmidt et al. [8], etc.).
This approach is obviously limited, as it fails to acknowledge
and exploit the temporal properties of music. So another so-
lution is to incorporate temporal information in the feature
vector either by using features extracted over varying win-
dow length for each second/sample [9], or by using machine
learning techniques that are adapted for sequential learning
(e.g. sequential stacking algorithm used by Carvalho and
Chao [10], Kalman filtering or Conditional Random Fields
(CRF) used by Schmidt and Kim [11, 12]). Interestingly, it
has also been reported [8, 6] that taking the average of the
time-varying emotion produces results that are statistically
significantly better than simply performing emotion recogni-
tion on the whole piece of music.

1http://www.cl.cam.ac.uk/research/rainbow/projects/ccrf/



Dimensional emotion tracking in videos tends to use sim-
ilar, more complex machine learning techniques. Nicolaou
et al. [13] propose the use of Output-Associative Relevance
Vector Machine (OA-RVM) for dimensional and continuous
prediction of emotions based on automatically tracked facial
feature points, by employing a window that covers a set of
past and future outputs. Another approach proposed by Nico-
laou et al. [14] that exploits temporal characteristics of emo-
tion prediction. It uses bidirectional Long Short-Term Mem-
ory neural networks, which enable the model to use the infor-
mation from the whole sequence of frames.

Similarly to Schmidt and Kim [12], the work done by
Wöllmer et al. [15] uses CRF for discrete emotion recognition
by quantizing the continuous labels for valence and arousal
based on a selection of acoustic features. The main disadvan-
tage of that is the loss of relationship between the different
quantized bins, which could be better exploited by using a
continuous approach rather than a discretized one.

3. METHODOLOGY

In this section we describe the two techniques that we intro-
duce to emotion tracking in music (sections 3.1 and 3.2) and
explain our experimental design and describe the dataset we
are using.

3.1. Relative feature vector representation

There is a strong belief in the field of music and emotion that
expectancy is a very important factor in our experience of lis-
tening to music. It is believed that violation of, or confor-
mity to expectancy when listening to music is a (main) source
of musical emotion (proven by studies in neuroimaging [16],
experimental aesthetics [17], etc.). We therefore hypothe-
sise that changing the focus of features we extract from mu-
sic from their absolute values to more song-centered values
would make a positive effect on our models.

The approach we take replaces absolute feature values
with relative ones. We calculate the average over a song for
each audio feature, include that in our feature vector and rep-
resent each feature as a difference between its (absolute) value
at that time step and the average over that song (which we will
refer to as the relative representation). We want to make sure
that any possible improvement does not come simply from the
addition of the average of a feature. To do this we also con-
struct feature vectors with the original absolute feature values
together with their averages for the song.

3.2. CCRF

We want to model the affect continuously rather than turn-
ing this problem into a classification one by discretising the
signal as done by many previous approaches [18]. We want
to model the temporal relationships between each time step,

since emotion has temporal properties and is not instanta-
neous. A recent and promising approach that would allow us
to model such temporal relationships is the Continuous Con-
ditional Random Fields [19] (CCRF). It is an extension of the
classic Conditional Random Fields [20] (CRF) to the contin-
uous case. Furthermore, it has been recently extended so it
can be used for continuous emotion prediction, incorporating
temporal information [21].

3.3. Model definition

CCRF is an undirected graphical model where conditional
probability P (y|x) is modeled explicitly. It is a discriminative
approach, which has shown promising results for sequence la-
beling and segmentation [22]. This is in contrast to generative
models where a joint distribution P (y, x) is modeled instead.
The graphical model that represents our CCRF for emotion
prediction is shown in Figure 1.

In our discussion we will use the following notation:
{x(q)

1 ,x
(q)
2 , . . . ,x

(q)
n } is a set of observed input variables (in

our case an SVR prediction), {y(q)1 , y
(q)
2 , . . . , y

(q)
n } is a set

of output variables that we wish to predict, x(q)
i ∈ Rm and

y
(q)
i ∈ R, n is the number of frames/time-steps in a sequence,
m is the number of predictors used (in our case we just use
one, but multiple predictions per modality can be easily used),
q indicates the qth sequence of interest. When there is no am-
biguity, q is omitted for clarity.

Our CCRF model for a particular sequence is a con-
ditional probability distribution with the probability density
function:

P (y|X) =
exp(Ψ)∫∞

−∞ exp(Ψ)dy
(1)

Ψ =
∑
i

m∑
k=1

αkfk(yi,X) +
∑
i,j

βg(yi, yj ,X) (2)

Above X = {x1,x2, . . . ,xn} is the set of input feature
vectors (can be represented as a matrix with per frame obser-
vations as rows), y = {y1, y2, . . . , yn} is the unobserved vari-
able.

∫∞
−∞ exp(Ψ)dy is the normalisation (partition) function

which makes the probability distribution a valid one (by mak-
ing it sum to 1). Following the convention of Qin et al. [19]
we call f vertex features, and g edge features (in our model
we use a single vertex and a single edge feature, so we drop
the k in some further equations). The model parameters α,
and β would be provided for inference and need to be esti-
mated during learning.

3.4. Feature functions

We define two types of features for our CCRF model, vertex
features fk and edge feature g.

fk(yi,X) = −(yi −Xi,k)2, (3)



Fig. 1. Graphical representation of the CCRF model. xi
represents the the ith observation, and yi is the unobserved
variable we want to predict. Dashed lines represent the con-
nection of observed to unobserved variables (f is the vertex
feature). The solid lines show connections between the unob-
served variables (edge features).

g(yi, yj ,X) = −1

2
Si,j(yi − yj)2. (4)

Vertex features fk represent the dependency between the
Xi,k and yi, for example dependency between a static emo-
tion prediction from a regressor and the actual emotion label.
Intuitively, the corresponding αk for vertex feature fk repre-
sents the reliability of that particular predictor. In our work
we use a single predictor, however, it is possible to use multi-
ple regressors [21].

Edge feature g represents the dependency between obser-
vations yi and yj , for example how related is the emotion pre-
diction at time step j to the one at time step i. This is also
affected by the similarity measure S. Because we are using
a fully connected model, the similarity S allows us to control
the strength or existence of such connections. In our work we
use the following similarity:

Si,j =

{
1, |i− j| = 1
0, otherwise

(5)

Thus we connect neighboring observations. The frame-
work allows for easy creation of different similarity measures
which could be appropriate for other applications.

The learning phase of CCRF will determine the parame-
ters α and β. For example, it can learn that for one emotion
neighbor similarities are more important than for others.

Same as Radosavljevic et al. [23], Qin et al. [19] and Bal-
trušaitis et al. [21], our feature function models the square er-
ror between prediction and a feature. Therefore the elements
of the feature vector xi should be predicting the unobserved
variable yi. This can be achieved using Support Vector Re-
gression used in our work.

3.5. Learning

In this section we describe how to estimate the parameters
{α, β} of a CCRF with quadratic vertex and edge functions.
We are given training data {x(q),y(q)}Mq=1 of M sequences,

where each x(q) = {x(q)
1 ,x

(q)
2 , . . . ,x

(q)
n } is a sequence of

inputs and each y(q) = {y(q)1 , y
(q)
2 , . . . , y

(q)
n } is a sequence of

real valued outputs. We also use the matrix X to denote the
concatenated sequence of inputs.

In learning we want to pick the α and β values that opti-
mise the conditional log-likelihood of the CCRF:

L(α, β) =

M∑
q=1

logP (y(q)|x(q)) (6)

(ᾱ, β̄) = arg max
α,β

(L(α, β)) (7)

As the problem is convex [19], the optimal parameter values
can be determined using standard techniques such as stochas-
tic gradient ascent, or other general optimisation techniques.

In order to guarantee that our partition function is inte-
grable we constrain α > 0 and β > 0 [19, 23]. Such con-
strained optimisation can be achieved by using partial deriva-
tives with respect to logα and log β instead of just α and β.
We also add a regularisation term in order to avoid overfit-
ting. The regularisation is controlled by λα and λβ hyper-
parameters (determined during cross-validation).

∂ log(P (y|X))

∂ logα
= α(

∂ log(P (y|X))

∂α
− λαα) (8)

∂ log(P (y|X))

∂ log β
= β(

∂ log(P (y|X))

∂β
− λββ) (9)

The derivation and definition of the partial derivatives can
be found in Baltrušaitis et al. [21].

The full learning algorithm is described in Algorithm 1.

Algorithm 1 Our CCRF learning algorithm

Require: {X(q),y(q), Sq}Mq=1

Params: number of iterations T, learning rate ν, λα, λβ
Initialise parameters {α, β}
for r = 1 to T do

for i = 1 to N do
Compute gradients of current query (Eqs.(8),(9))
logα = logα+ ν ∂ log(P (y|X))

∂ logα

log β = log β + ν ∂ log(P (y|x))
∂ log β

Update {α, β}
end for

end for
return {ᾱ, β̄} = {α, β}

3.6. Inference

Because our CCRF model can be viewed as a multivari-
ate Gaussian, inferring y values that maximise P (y|x) is
straightforward. The prediction is the mean value of the dis-
tribution.

y′ = arg max
y

(P (y|X)) (10)



For more details on the inference algorithm please see
Baltrušaitis et al. [21].

3.7. Dataset

The dataset that we have used in our experiments is, to
our knowledge, the only publicly available emotion track-
ing dataset of music extracts labeled on the arousal-valence
dimensional space. The data [24] has been collected using
Mechanical Turk (MTurk)2, asking paid participants to label
15-second long excerpts with continuous emotion ratings on
the AV space, with another 15 seconds given as a practice for
each song. The songs in the dataset cover a wide range of
genres—pop, various types of rock, hip-hop/rap, etc, and are
drawn from the “uspop2002”3 database containing popular
songs. The dataset consists of 240 15-second clips (without
the practice run) with 16.9 ± 2.7 ratings for each clip. In ad-
dition, the dataset contains a standard set of features extracted
from those musical clips: MFCCs, octave-based spectral con-
trast, statistical spectrum descriptors, chromagram and a set
of EchoNest4 features.

We average these labels on a second by second basis and
use the average value for each second as our ground truth.
The original labels show a reasonable amount of agreement
between different participants, but the variance is still rather
large. Interestingly, the variance for both the arousal and va-
lences axes is the same, which, compared to the difference in
results achieved by state-of-the-art models, implies that there
is something substantial that they are still missing.

3.8. Design of the experiments

For our experiments, we work with 1s long frames, as that is
the resolution of the labels provided in the MTurk dataset.
We use the non-EchoNest features provided in the dataset
(MFCCs, octave-based spectral contrast, statistical spectrum
descriptors and chromagram) averaged over 1s period. We
use Support Vector Regression (SVR) as the baseline method
(and the input to CCRF) since it is one of the most popular
machine learning techniques used in the field. For SVR-based
experiments we use a bag-of-frames approach, where we cre-
ate a feature vector for each second of a song and encode no
relationship to other feature vectors. The CCRF-based ap-
proach still works on vectors for each second of a song, but
it inherently contains some information about their temporal
relationship with each other.

We train a separate (SVR or CCRF) model for each axis
and use both linear and RBF kernels for our SVR-based ex-
periment (and provide the results for both). CCRF uses the
predictions of the best performing SVR model for that partic-
ular axis as input.

2http://mturk.com
3http://labrosa.ee.columbia.edu/projects/musicsim/ uspop2002.html
4http://developer.echonest.com/downloads

Throughout all of the experiments we employ careful
cross-validation techniques in order to minimize overfitting as
much as possible. This also ensures that different approaches
are exposed to the same training and testing data in each fold.

“Album effect” is now a widely recognized issue in the
field of music emotion recognition. It has been reported and
accepted that the so called “album effect” can artificially im-
prove the performance as machine learning models overfit to
a particular set of post production techniques used on an al-
bum [25]. It is thefore, in general, worth making sure that
songs from the same album are all within a single fold. For
the dataset we are using, however, removing the album ef-
fect did not make any difference to the results, when tested on
SVR. We suspect that the reason for that is that a large major-
ity of songs come from unique albums—the 240 songs we are
using come from 200 different albums. For this reason, we
decided to simplify the cross-validation and only make sure
that all of the samples from a song (and not necessarily from
the same album) are within the same fold.

3.8.1. Cross-validation

The experiments we run can be split into two parts—SVR
and CCRF. The experimental design for them is slightly
different, but based on the same core idea—we use 5-fold
cross-validation to produce the final results, and 2-fold cross-
validation for the training of our machine learning methods.

For SVR-based experiments, we split the whole dataset
into two parts– 4/5 for training and 1/5 for testing. We then
use 2-fold cross-validation (splitting it into two equal parts)
on the training set to learn the hyper-parameters of the SVR
model, which we then use for training on the whole training
set. This process is repeated 5 times and the results are aver-
aged over the 5 folds.

The process for the CCRF-based experiments contains an
extra step. We use the same 5-folds as in the SVR-based
experiments. We then split the 4/5 training dataset into two
parts—one for SVR and one for CCRF, and perform 2-fold
cross-validation on them to learn the hyper-parameters in the
same way we do for the SVR-based experiments.

4. RESULTS

For each experiment that we run, we calculate 4 evalua-
tion measures—correlation (corr) and root-mean-square error
(RMS) that are calculated over the whole testing set and av-
eraged over the 5 folds (which we refer to as long measures),
and correlation and RMS that are calculated over the whole
song for each song in the fold, and averaged over all of the
songs (which we refer to as short measures). The long term
correlation is squared, as that is the common way of repre-
senting correlation in the field, while the short term correla-
tion is kept non-squared, to expose the presence or absence of
potential negative correlation (per song).



Table 1. Results for SVR with linear kernel (SVR-L), RBF kernel (SVR-RBF) and CCRF

Experiment Arousal Valence
RMS long RMS short Corr long Corr short RMS long RMS short Corr long Corr short

SVR-L 0.1965 0.1798 0.6343 0.0116 0.2223 0.1891 0.1733 0.0358
SVR-L relative 0.169 0.1454 0.728 0.0131 0.22 0.1878 0.1601 0.0261

SVR-RBF 0.1942 0.17775 0.6451 0.0111 0.2165 0.1857 0.211 0.0073
SVR-RBF relative 0.167 0.1426 0.735 0.0465 0.209 0.1703 0.2965 0.035

CCRF 0.204 0.176 0.7215 0.0493 0.223 0.1826 0.247 0.0903
CCRF relative 0.179 0.1532 0.7176 0.0707 0.216 0.1756 0.257 0.0485

We decided to evaluate the long term measures because
those tend to be the ones that get reported in the field. The
short term measures, on the other hand, are more relevant to
the problem of emotion recognition in a song (or any other
sequence of frames)—what we should be mainly interested
in is how well emotion is predicted in each song, rather than
over all of the frames. Long term correlation, on the other
hand, shows the overall performance, while potentially hiding
bad performance on individual songs.

4.1. Relative representation over the standard approach

The first thing that we tested was whether adding the average
of a feature over a song to the feature vector has any effect on
the performance of SVR models. The main reason for doing
that was to separate the effect of changing the feature repre-
sentation from absolute to relative and adding the average of
a feature to the feature vector. The experiments showed no
difference at all in either of the 4 evaluation measures that
we used. This gave us a strong confirmation that whatever is
the effect that we get, it must come from the different feature
representation, and we therefore chose not to use this inter-
mediate representation (with the added average) in any of our
further experiments. As the results are identical to those based
on the basic representation, we chose not to include them.

Relative representation, on the other hand, does provide a
substantial improvement over the performance of SVR-based
models, as depicted by the first two rows of the table 1. There
is a consistent decrease (14-20%) in RMS for both SVR mod-
els in both short and long term measurements, as there is a
consistent increase in correlation, again for both the short and
long term measurements. The improvement in results for the
valence axis is less uniform. We see basically no change in
the simple linear SVR model, and only a small decrease in
RMS with the RBF kernel, but correlation is still improved
substantially both for the short and long term measurements.

4.2. CCRF results

The main effect that CCRF has on the performance of the
SVR models, on which it is based, is the increase in corre-

lation. There is a consistent increase in the short term cor-
relation in all of the experiments we ran, and a substantial
increase in long term correlation when only the basic feature
representation is used. With the relative representation, we
see an interesting trend in the results—there is a noticeable
decrease in the long term correlation, but the short term cor-
relation is potentially improved.

The increase in short term correlation is not a surprising
result—the main idea behind using CCRF is that it tries to
exploit temporal dependencies and relationships between dif-
ferent frames, while short term correlation is focusing on the
per-song performance of the algorithms.

5. DISCUSSION

The dynamic nature of music and the increasing popularity of
the dimensional representation of emotion exposes the need
for machine learning techniques that can exploit the temporal
relationships present in songs. In addition to that, we still
need better models and more suitable features to improve the
performance of the algorithms used for emotion prediction in
general, and valence prediction in particular.

In this paper we propose a solution to ameliorate each of
the problems. Both the adaptation of CCRF and our proposed
relative representation offer substantial improvement in per-
formance for all the evaluation metrics used. Interestingly,
when used on their own, both techniques have a similar effect
on the results, while their combination results in worse RMS
and long term correlation. It is probably because both the rel-
ative representation and CCRF provide a way of smoothing
the predictions, while CCRF focuses more on the temporal
aspect and therefore has more of an effect on the per-song
measurement. This raises a question that we cannot yet an-
swer. Is short-term correlation more important than the other
three metrics or should we focus on a technique that improves
the largest number of metrics?

As a comparison with the work done on the same dataset
[11], we have calculated the average Euclidean distance be-
tween the labels and our predictions (as a percentage of AV



space). The results are similar to those achieved by Schmidt
et al.[11]—ranging between 0.117 (for SVR with rbf kernel
and relative feature representation and 0.136 (for CCRF with
SVR with the standard feature representation), as compared
to 0.160-0.169 achieved by Schmidt et al..

Either way, there is clear evidence that temporally-aware
machine learning techniques and more problem-appropriate
feature vectors are able to improve the results, although more
work needs to be done to find out how the two could be com-
bined. In addition to that, CCRF can easily be used for multi-
modal emotion recognition making this model an especially
attractive option for future work.
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