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Abstract People use imitation to encourage each other dur-
ing conversation. We have conducted an experiment to in-
vestigate how imitation by a robot affect people’s percep-
tions of their conversation with it. The robot operated in one
of three ways: full head gesture mimicking, partial head ges-
ture mimicking (nodding), and non-mimicking (blinking).
Participants rated how satisfied they were with the interac-
tion. We hypothesized that participants in the full head ges-
ture condition will rate their interaction the most positively,
followed by the partial and non-mimicking conditions. We
also performed gesture analysis to see if any differences ex-
isted between groups, and did find that men made signifi-
cantly more gestures than women while interacting with the
robot. Finally, we interviewed participants to try to ascer-
tain additional insight into their feelings of rapport with the
robot, which revealed a number of valuable insights.

Keywords Affective computing · Empathy · Facial
expressions · Human-robot interaction · Social robotics

1 Introduction

The expression of empathy is a key aspect of human-human
social communication that allows people to experience and
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understand what others are emotionally conveying [19]. One
of the most basic forms of expressive empathy is known as
emotional contagion [8, 9], where an observer mimics the
behavior of a target, and by virtue of that mimicry, comes
to experience an emotional state similar to that of the tar-
get [3].

Facial expression and head gesture mirroring are com-
mon forms of empathic conveyance that typically include
head nodding, laughing, eyebrow raising, smiling, and so
on. This mirroring is so vital to emotional communication
that if an individual’s ability to mirror others is physically
blocked, that individual will actually be impaired in their
ability to identify emotions [14].

Given the importance of facial mimicry in human-human
communication, we wondered if it might also be important
in human-machine communication. In particular, might a
conversational robot that mimics a few low-fidelity expres-
sions and head gestures in real-time create a more satisfying
interactive experience for people? To address this question,
we built a head gesture mimicking robot named Virgil and
performed a user study to explore this question.

2 Head-gesture mimicking robot

2.1 Motivation

From a technological perspective, a number of virtual and
robotic systems have been built that incorporate real-time fa-
cial expression mimicking. For virtual avatars representing
people, Kang et al. [11] provides a thorough survey. Gratch
et al. [6] developed the Rapport Agent, an intelligent virtual
agent that tries to engender rapport with users who inter-
act with it. Baileson and Yee also built a intelligent virtual
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Fig. 1 Virgil, our conversation robot

agent that subtly mimicked people’s head gestures in real-
time, and found this made the agent more persuasive [2].

In robotics, some researchers have explored real-time
conveyance of facial expressions, gaze, and head gestures on
physical avatars, which are tele-operated robots intended to
represent remotely located users; see Riek [16] for a survey
of this work. Also, work has been done on autonomous ro-
botic platforms that have humanlike or animal-like appear-
ances that convey expressions in real-time, see Walters [22]
for a thorough survey. Nadel et al. compared how partici-
pants respond to affective facial displays on a robot com-
pared with a human [13].

From a psychological perspective, it is well understood
that humans and some non-human mammals can convey
empathetic responses via involuntary facial mimicry. This is
mimicry that does not involve a cognitive dimension and is
quickly processed, usually within one second or less [19]. In
that vein, we created a naive head gesture mimicking robot
capable of mirroring a human’s head gestures in real-time.

2.2 Platform description

We chose to use the WowWee Alive Chimpanzee Robot
[25], which we have named Virgil (see Fig. 1). Practically,

this robot was selected because it was inexpensive and eas-
ily modifiable. However, it was also selected because apes
can be extremely empathetic creatures [19], and are thus a
natural platform to try for facial mimicry.

Virgil has a total of 18 degrees-of-freedom (DOFs). Its
eyes have 4 DOFs (up/down/left/right), eyebrows 2 DOFs
(up/down), its lower jaw 2 DOFs (up/down), its upper lip 2
DOFs (up/down), and its head 8 DOFs (roll/pitch/yaw). Out
of the box the robot can operate fully autonomously or be
tele-operated via remote control.

While the robot can be operated via remote control,
such control is nowhere near sufficient to facilitate real-time
movement commands. Thus, we modified the robot so we
could directly control all its motors via an Arduino micro-
controller [1].

2.3 Software

Figure 2 contains a graphical representation of the end-to-
end system. In short, the software components were as fol-
lows:

Face tracking To capture a user’s head movements, we
used a face tracking visualization program developed by
Harrison [7], which uses the OpenCV Haar Cascade clas-
sifier to identify faces [24].

Movement selection After receiving a set of location and
pose coordinates of the head from the face tracker, the
software decides what the appropriate movement response
should be from the robot. This decision depended on which
experimental condition the participant was assigned to. (See
Sect. 5 for a more detailed description of each conditions.)
This software was written using the Processing program-
ming language [15].

Movement commands After deciding what move to make,
the command is sent to the appropriate output on the
Arudino via the Firmata protocol [21].

Fig. 2 The end-to-end system.
(a) The video camera captures
the user’s head movements.
(b) The OpenCV face tracker
extracts the facial movements,
the movement selector decides
which way to move the robot,
then microcontroller
instructions are transmitted to
the robot. (c) The robot moves
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3 Pilot study

Before our end-to-end system was complete, we wanted to
explore the ideas of how non-verbal communicative gestures
of empathy might alter people’s affective states, as well as
get some initial feedback on our system design. So we ran
a pilot study [18] with Virgil and a user interacting one-on-
one in our usability lab. We asked participants to tell a non-
personal and personal story to the robot.

The pilot study had an experimental and control condi-
tion. In the experimental condition we wizard-of-oz con-
trolled the robot to make empathetic head gestures (nodding)
and mouth movements (open mouth in surprise). In the con-
trol condition, the robot acted autonomously in a random
manner.

Following the study, we asked participants to complete a
written questionnaire that asked them to rate their interaction
with the robot. These questions were 5-point Likert scale
items such as “I think Virgil could be a friend of mine,” and
“Virgil recognized my feelings and emotions appropriately
for the situation”. This resulted in each participant having
an overall interaction satisfaction score. As we predicted,
participants in the experimental condition rated the interac-
tion more favorably than those in the control condition [18].
However, because our two experimental conditions were so
extremely different, this result is not surprising. Therefore,
we decided we needed a more fine-grained approach to our
experimental conditions, which we will discuss in Sect. 5.

4 Research questions

We wanted to understand the degree to which participants
might like a robot to mimic their head gestures in real-time.
Due to the noisiness of the robot’s motors and lack of move-
ment precision, we wondered if a fully mimicking robot
would be perceived as annoying. We also wanted to know
if a robot that mimics just some head gestures some of the
time people might encourage people to nod in response to it.
In addition, we wondered what the effects might be of a ro-
bot that just blinks at people. Finally, we wondered if people
made body gestures more frequently in some conditions as
opposed to others.

Thus, we designed an experiment to test three head-
gesture mimicking conditions:

Full: The robot mimics all head gestures.
Partial: The robot mimics up/down nodding gestures only.

None: The robot blinks periodically.

For all the robot’s head movements, responses were in
real-time to the participants’ movements without any no-
ticeable delay. Also, for any left/right movements in the full
mimic condition, the robot’s head movements were mirror-
ing the participants. So if the participant moved their head

to the left, the robot moved its head to the participant’s left
(the robot’s right).

Thus, our hypotheses are as follows:
• Participants in the full head gesture mimicking con-

dition will rate their interaction as more positive than
participants in the partial head mimicking and non-
mimicking conditions.

• Participants in the partial head gesture mimicking con-
dition will rate their interaction as more positive than
participants in the non-mimicking conditions.

These hypotheses are motivated by the idea that people
will appreciate a robot that mimics their head movements
in real-time the most, followed by a robot that nods, fol-
lowed by the blinking robot. This motivation comes from
the work of Sidner et al. [20], who ran an experiment with
a penguin robot capable of making head nods and detecting
human head nods. They found a similar tertiary ranking—
people nod more often when conversing with a robot that
nods deliberately in response to their nods, compared with
one that merely recognizes their nods, compared with one
that doesn’t nod at all. Similarly, Kanda et al. [10] found
that people rated interaction with a robot more highly when
it made appropriate temporal-cooperative behaviors (such as
nodding at the right time in the conversation) and spatial-
cooperative behaviors (such as gaze and gesture sharing)
compared with a robot that did not employ such behaviors.

5 Experimental design

The experimental design is a 3 × 1 between-subjects factor-
ial design involving three levels of head gesture mimicry:
full head gesture mimicking (up/down/left/right move-
ment), partial head mimicking (up/down nodding), and non-
mimicking (blinking).

For this experiment, the robot was fully autonomous
across all three of the conditions.

5.1 Materials

5.1.1 Instruction sheet and consent forms

We prepared an instruction sheet for participants that con-
tained and overview of the study, a description of the proce-
dure, and standard consent protocols.

Participants also received a consent form to be video-
taped. Participants could choose to not be videotaped and
still participate in the experiment.

5.1.2 Robot information sheet

In order to mitigate some of the emotions we expected peo-
ple to experience upon first encountering the robot (surprise,
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fear, discomfort, etc.), we prepared a robot description sheet
that had a picture of the robot with a brief textual description
of its capabilities. This included information about how the
robot would move (only its head and eyes), and that it would
be silent aside from its motor movements.

5.1.3 Tasks

The experiment consisted of two verbal tasks. The first task
asked participants to describe the route they took to the
laboratory that day. We gave participants this task first be-
cause navigation is something that requires non-emotional,
yet cognitive, thinking. Our intention was to put participants
at ease with the robot and with the experimental settings.

The second task was: “Next, please tell Virgil about your
first memories of Cambridge—people you met, things you
saw, foods you ate, etc. Please be as descriptive as possible.”
We selected this task because we wanted something that was
common across all participants regardless of their job, age,
or cultural background. We also wanted a task that was both
emotionally salient and personal so participants would feel
invested in discussing it with a robot.

5.1.4 Post-evaluation questionnaire

In order to measure how satisfied participants were interact-
ing with the robot, we used a modified version of the In-
teractant Satisfaction Survey developed by Kang et al. [11].
This survey is a fifteen item, 8-point Likert scale that mea-
sures the social attraction toward and emotional credibility
of conversation partners. (See Table 1.) For human-human
communication this measure has high internal consistency
(Cronbach’s α = 0.90) [12].

5.1.5 Post-evaluation interview

At the end of the experiment, participants took part in a
semi-structured interview with the experimenter. They were
asked about their first impressions of Virgil, how they felt
talking to a robot, and if they felt like the robot made an am-
icable conversation partner. The experimenter asked follow-
up questions when appropriate, and encouraged participants
to elaborate as much as possible.

5.2 Participants

We recruited 12 participants to participate in our study. Par-
ticipants were recruited via email, word of mouth, and Face-
book. They were told they would be participating in a study
where they would be asked to talk to a robot. Participants
were remunerated for their participation.

Six participants were female and six were male. Their
ages ranged from 19–70 years old (M = 32.1, s.d. = 14.5).

Table 1 Modified version of the Interactant Satisfaction Survey [11]

Interactant Satisfaction

Social Attraction Items

I think Virgil could be a friend of mine.

I would like to have a friendly chat with Virgil.

We could never establish a personal friendship with each other.

Virgil just wouldn’t fit into my circle of friends.

Virgil would be pleasant to be with.

I don’t care if I ever get to interact with Virgil again.

Virgil recognizes my feelings and emotions.

Virgil expresses feelings and emotions appropriately for the situation.

Emotional Credibility Items

Virgil uses feelings and emotions to create or organize thinking.

Virgil uses feelings and emotions to make a decision or judgment.

Virgil uses feelings and emotions to facilitate problem solving and cre-
ativity.

Virgil responds appropriately to positive and negative emotions.

Virgil understands complex feelings.

Virgil knows how to control its feelings and emotions effectively.

Virgil handles others’ feelings and emotions sensitively and effectively.

Six participants were born in England, two in China, and
one each from India, Spain, Pakistan, and the United States.
Eight participants were students of various types (PhD, un-
dergraduate, and sixth form), one was retired, one was a
stay-at-home parent, and two were managers. In terms of
technological experience, two participants considered them-
selves novices, seven considered themselves average, and
three considered themselves experts.

5.3 Procedure

Participants were randomly assigned to one of the three ex-
perimental conditions: full head gesture mimicking, partial
head gesture mimicking, and non-mimicking. Four partici-
pants were in each group. After reading the study instruc-
tions and signing a consent form, participants were brought
to an office and told to be seated in a chair in front of Vir-
gil (see Fig. 3). The position of the chair, robot, and camera
were fixed, and remained constant across all participants.

After a participant was seated, the experimenter left the
room, and verbally gave them the first task from behind the
door. The experimenter then closed the door and left the par-
ticipant alone with the robot to complete the task. The partic-
ipant verbally signaled to the experimenter when they were
finished, and the same procedure was repeated for the sec-
ond task. Following the tasks, the experimenter entered the
room and turned the robot off. The participant was re-seated
at a desk away from the robot and was handed the written
questionnaire to complete—the experimenter again left the
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Fig. 3 The experimental setup.
A participant sits in a chair
facing the robot, about one
meter away from it. The camera
and chair position remain fixed
across all participants

room. After the participant completed the questionnaire, the
experimenter re-entered the room and performed a qualita-
tive interview with the participant.

6 Measures

6.1 Interactant Satisfaction Survey

The Interactant Satisfaction Survey is a summative measure
that provides an overall satisfaction score that ranges from
0–120. To calculate the score, three questions must be re-
coded (#3, #4, and #6) to be positively biased. Then the re-
sponses can be summed. Because this measure provides a
total numeric score, we used parametric statistics to analyze
our results.

6.2 Gesture analysis

In addition to the Interactant Satisfaction Survey, our other
primary measure was gestural analysis of the video data. We
coded the gestures as follows:

Head gestures For coding the head gestures people made
during their interaction with the robot, we looked at the
types of head nods people made as well as the num-
ber of times they smiled at the robot. For head nods, we
measured discrete head movements in the left/right and
up/down direction. These might have been a nod, tilt, or
roll. Nods, tilts, and rolls along the left/right direction were
all counted as “Left/Right Nods”, and any of these gestures
in the up/down or forward/back direction were counted as
“Up/Down Nods”.1 (See Fig. 5.)

1We included forward/back head gestures under the “Up/Down Nod”
category because given the angle our camera was set at it was difficult
to distinguish the two.

Body gestures For body gestures, we analyzed foot and leg
movements, general torso movements, shrugs, and leaning
movements. Foot and leg movements included any discrete
motions we could observe. These included kicking and ro-
tating the foot, as well as bouncing either the foot or leg. For
leaning movements, some participants spent a lot of time
leaning forward to talk to the robot.

Hand gestures We also examined hand gestures. These in-
cluded discrete gestures used while speaking, fidgets, and
hand wringing. For fidgets, we counted discrete movements
such as pulling the sleeve, grabbing the arm, rubbing the
leg, moving the hand up and down the leg. We considered
hand wringing to be a special type of fidget, and for this we
counted discrete hand movements, such as hand squeezes,
fingers opening and closing, and hand or finger pulls.

Sound Finally, we were interested in the number of times
people laughed while speaking to the robot, and if they said
‘Hi’ the first time they met the robot.2

7 Results

7.1 Manipulation checks

Two participants had seen the robot a few times before the
experiment, but never when it was turned on. The other ten
participants had never seen the robot before.

2We were also interested in speech speed, as two participants spoke
extremely slowly to the robot, as though they were speaking to a speech
recognition system, and interestingly, they both later reported talking
to a robot felt like talking to an automated telephone system. However,
we did not perform any formal speech analysis for this study.
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Fig. 4 The distribution of
scores on the Interactant
Satisfaction Survey for each of
the three conditions. Scores
ranged from 15–80
(S.d. = 18.6)

Two participants knew the experimenter was researching
affective computing (but not robotics), and two participants
knew the experimenter was researching robotics (but not af-
fective computing). No participants knew what the study
was testing, or that there were multiple conditions being
tested.

7.2 Interactant satisfaction results

The scores on the Interactant Satisfaction Survey ranged
from 15–80 (s.d. = 18.6). See Fig. 4 for a visualization of
the distribution of the raw scores.

For Interactant Satisfaction, ANOVA results did not show
a statistically significant effect between the three conditions
(ps > .05). This result may be due to the fact that we had
too small a number of participants per group. Another possi-
bility is that this measure is not well-suited toward one-way
communication with a robot. In any case, further experimen-
tation is needed.

Thus, we fail to find support for our first two hypotheses
—we found no statistically significant difference between
the three conditions in terms of Interactant Satisfaction.

7.3 Gesture analysis results

7.3.1 Quantitative results

Figure 5 contains a table detailing the mean number of ges-
tures participants made per category (Head, Body, Hand, or
Sound) and per condition (Full, Partial, or Non-Mimicking).

Condition A one-way ANOVA on total gestures made be-
tween the three conditions showed no statistically significant
effect.

Age Dividing the participants up into equally distributed
age groups (<19, 20–29, 30–39, 40+), we performed a one-
way ANOVA to see if age played a role in total gestures
made while interacting with the robot, but the results were
not significant.

Expertise A one-way ANOVA comparing expertise
(Novice, Medium, and Expert) and total gestures made
while interacting with the robot was not significant.

Country of birth Given our sample was roughly half
British, we decided it would be reasonable to split people
into one of two country groups, British and non-British, to
see if there were any differences between groups. With this
deliniation, we did not find a statistically significant differ-
ence in total gestures made.

Gender In the experiment, male participants made signif-
icantly more gestures (M = 104.83, SE = 15.0) compared
to female participants (M = 53.40, SE = 12.54). This dif-
ference was significant, t (9) = −2.56, p < .05, and it rep-
resents a large effect size, r = .65.

7.3.2 Qualitative results

Analysis of participants’ gestures and speech in the video
recordings revealed several interesting features of their in-
teractions with the robot.
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Fig. 5 The mean number of
gestures participants made per
condition during their
interaction with Virgil. The
conditions were full-mimicking,
partial-mimicking (nodding),
and non-mimicking (blinking)

Co-nodding Two participants, both in the partial mimick-
ing (nodding) condition, co-nodded with the robot. In other
words, the participant nodded, the robot nodded in response,
and then the participant nodded to acknowledge the robot’s
nod. This ability for the robot to influence the user’s behav-
ior was something entirely unexpected, and we hope to do
follow-up studies to explore this result.

Posture A few participants adopted unexpected postures
when interacting with the robot. Some participants leaned
forward to talk to the robot (see Fig. 3 for an example of this
leaning). Others adopted a slightly slouched posture. While
none of these postures were so extreme as to affect our face
tracker, it is worth noting that even when seated people may
move around in a way that may render a face tracker com-
pletely useless. A wide-angle camera lens may help address
this potential issue.

Deliberate behaviors While we were not aiming to inves-
tigate the tendency of participants to “play the system” when
interacting with affect-sensitive machines [17], we did note
a few interesting things with regard to deliberate behaviors.
One participant in the non-mimicking condition spoke ex-
tremely slowly to the robot, and later reported that talking
to the robot was like “talking to an automated machine”.
(e.g., an automated telephone service). A few other partici-
pants also spoke in a strange manner to the robot on occa-
sion during their interaction. We have no way of knowing
why people altered their speech in this manner, but we plan
to explore this in future research. In particular we are inter-
ested to know whether it was due to nervousness, individ-

ual differences in expression, or attitudes regarding hatred
of speech-recognition systems.

Problematic gestures In this experiment, we chose to base
our robot’s movements solely on the basis of head gestures
made by participants. However, this turned out to be prob-
lematic, because some participants never moved their head
despite making significant movements with other parts of
their body. For example, one participant in the partial head
gesture mimicking condition never nodded his head, but
moved his foot a total of 70 times. Thus, it may be important
for us to look at more than just head movements in future
work.

7.4 Interview results

As with our pilot study [18], we received a wide range of re-
sponses from participants during our post-experimental in-
terview. We plan to incorporate some these responses into
the design of both future interactive robots and future exper-
iments.

7.4.1 Interaction was machine-like

A few participants commented that talking to the robot was
like talking to a machine: “Once I got used to what [the ro-
bot] looked like visually, I almost switched [it] off. . . the
fact that I was talking to a robot [not] an animated object
in front of me—I almost treated it like it was an answering
machine at the end of a phone. . . I don’t think I got anything
more from the experience because it was a robot. You could
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probably just put me in front of the camera and I would have
had a similar kind of reaction” [Non-mimic condition].

Another participant made a similar remark about how
talking to the robot was like talking to an automated ma-
chine, and then remarked “You could talk to a statue and get
as much of a response” [Partial mimic condition].

7.4.2 The robot’s responses were unclear

Other participants remarked that it was difficult to know if
they were understood based on the ambiguous and seem-
ingly inconsistent movements the robot made. “The move-
ments [of the robot] were interesting. There were times
when he moved his head. But I never knew if it was in re-
sponse to what I’d said, or if it was just him moving as a
movement in general. I wasn’t really too sure. So again, if
you compare it to an automated machine, you never know
for sure if you’ve been fully understood or not” [Partial
mimic condition]

Also, just as we found in our pilot study, in this study
a few participants said that they wanted the robot to make
non-speech sounds to indicate understanding or that it was
paying attention to them. (For example, “Mm-hmm”.)

7.4.3 Facial expression frequency

Two participants in the non-mimic condition made com-
ments about the amount of facial expressions the robot
made. One participant said they expected the robot to make
more facial expressions, though they weren’t sure why they
had such an expectation. And another said, “It was quite dif-
ficult to interact with [Virgil] because I think that his facial
expressions were a bit difficult to pick up. Like how he’s
responding to what I’m saying. His eye movements were
there, but I think if there were some facial movements as
well that would be more helpful for interacting with him.”

No participants in the other groups made comments re-
garding facial expression frequency.

7.4.4 Machine-like movements

A few participants in the Full and Partial Mimic conditions
said that the head movements were too erratic or jerky. For
example, “I guess it didn’t seemed like he moved much
for awhile. I think maybe at the end he started to nod. But
yeah, it seemed quiet mechanical. It was like somebody just
flipped the switch and he decided to start moving, nodding
to agree with me or whatever” [Partial mimic condition].

7.4.5 Response appropriateness

Three participants in the full mimic condition remarked that
the robot made appropriate responses to what they were say-
ing by moving its head and nodding in agreement. “[The ro-
bot was an amicable conversation partner] because you are

still getting a sense that it’s listening and paying attention to
what you said.” However, a fourth participant in this condi-
tion said that the robot’s movements were not in tune with
the conversation. But this may be explained by individual
differences between participants—more data are needed to
draw any strong conclusions.

Though it is worth noting that no participants in the other
two conditions commented directly on the appropriateness
of the robot’s response, so it seems we can find some support
for the idea that full mimicking may be worth pursuing if
one wishes to make a conversational robot that is capable of
rapport-building.

7.4.6 Candor

Two participants, both in the partial mimic condition, said
they felt uncomfortable describing anything personal to the
robot. One attributed this to the jerky, non-humanlike move-
ments of the robot. The other said it was because there was
no verbal feedback from the robot, “I would have talked
more probably to a human about these things. But it’s very
hard to talk to something that’s not talking back.”

7.4.7 Trust

One participant in the partial mimic condition (who also
mentioned talking to the robot was like talking to an auto-
mated machine) expressed a lack of confidence in the robot’s
ability to hold its end of the conversation. “I have the same
impression of an automated machine as I do of this. I have
no confidence in automated machines in that they don’t work
in the same way as a human.”

7.4.8 Robot feelings

A few participants remarked on response appropriateness in
response to them (as discussed in Sect. 7.4.5); however, only
one remarked on the robot’s emotions. This participant, in
the non-mimic condition, said, “It was difficult to pick up
what [Virgil’s feelings were]. Oh, I guess the robot doesn’t
feel, actually! laughs. But it was hard to pick up what its
expressions were.” In spite of the self-correction, this partic-
ipant later went on to say, “I found it difficult to know [Vir-
gil’s] feelings.” It is unclear if these statements were due to
the fact that this participant was not a native English speaker
or if the participant was truly attributing emotions to the ro-
bot. Nonetheless, it is an interesting finding from an empa-
thy perspective.

7.4.9 Positive vs. negative emotions

One participant in the partial mimic condition raised an in-
teresting idea with regard to positive vs. negative emotions.
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During the course of this participant’s interaction, only pos-
itive things were discussed. The participant said, “I think
it’s easy to respond to positive emotions because you don’t
really need much of a response. You probably need more
of a response to [the] negative [emotions other people ex-
press]. If you had to say something sad, or a bad memory,
you’d want [the robot] to look sympathetic back. Whereas if
you’re telling a happy memory, you don’t really care what
the response is because it’s a happy memory anyway and
you already feel good. [For a positive emotion] the [other]
person doesn’t need to do anything back. Even if they look
[at you] blankly it doesn’t really matter. Whereas if you tell
someone something sad and they look blank, it’s not really
good.”

This was a very helpful response, because we did not
specifically ask participants to recall positive or negative
memories—just their first memories of Cambridge. In the
future we may use more formal emotion elicitation to ex-
plore this area further.

7.5 Discussion

From this preliminary study, we have learned several lessons
about enabling human-robot rapport via head mimicry. First,
it seems that we may need to develop new metrics for eval-
uating affective interactions between humans and robots, as
the self-report Interactant Satisfaction measure we chose for
this experiment did not provide us with any sort of signifi-
cant result. While this may be due to the number of partic-
ipants we had in our experiment, it may also be that some
of the questions are ill-suited toward interacting with a ma-
chine; particularly one that is silent. As Weiss et al. have
found [23], it is difficult to use questionnaires to assess user-
experience in general for human-robot interaction, it seems
this may also be true for affective human-robot interaction.
Thus, more follow-on work is needed to address this issue.

Gestural analysis of our data revealed a number of inter-
esting features. First, we found a significant difference, with
a large effect size, between the amount of gesturing men and
women performed when interacting with the robot. This can
probably be explained by the fact the men overall make more
postural shifts than women in dyadic human-human interac-
tion [4]; however, it’s interesting to note that this effect was
also seen with dyadic human-robot interaction.

Our gestural analysis also revealed that our participants
often didn’t move in the way we expected they would. To
solely rely on head gestures to dictate our robot’s move-
ment may not have been sufficient for participants in the
partial and non-mimicking conditions. Also, some partici-
pants slouch and some lean forward—this also could affect
our ability to accurately track their faces in real-time.

A third revelation from our gestural analysis was the idea
of coordinated gestures, such as co-nodding. This finding

was a surprise to us, and something we plan to explore in
more detail in the future. It may be the case that such coor-
dination leads to more positive interaction with robots, as is
this is definitely the case in human-human interaction [5].

Participants provided a wide variety of helpful feedback
during the qualitative interviews that we conducted at the
end of the experiment. In particular, the ideas of response
appropriateness, response clarity, and positive vs. negative
emotions will be very helpful as we embark on future re-
search on enabling human-robot rapport.
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