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ABSTRACT
Autism Spectrum Conditions (ASC) are neurodevelopmental
conditions, characterized by social communication difficul-
ties and restricted and repetitive behaviour patterns. The
ASC-Inclusion project aims to create and evaluate the ef-
fectiveness of an internet-based game platform, directed for
children with ASC and those interested in their inclusion.
The platform combines several state-of-the art technologies
in one comprehensive virtual world, including analysis of
users’ gestures, facial and vocal expressions using standard
microphone and webcam, training through games, text com-
munication with peers and smart agents, animation, video
and audio clips. We present the progress in realising such a
serious game platform and provide results for the different
modalities.

Keywords
Auism Spectrum Conditions, inclusion, virtual worlds, com-
puterised environement, emotion recognition

1. INTRODUCTION
Autism Spectrum Conditions (ASC) are neurodevelop-

mental conditions, characterized by social communication

difficulties and restricted and repetitive behaviour. Individ-
uals with ASC have marked difficulties using verbal and
non-verbal communication for social interaction. They lack
the sense of social reciprocity and fail to develop and main-
tain age appropriate peer relationships [8], [45]. Current
studies suggest 1% of the population might fit an ASC di-
agnosis [3]. This finding has been replicated across cultures
and age bands, stressing the importance of accessible, cross-
cultural means to support this growing group. The social
communication deficits, characteristic of ASC, have a per-
vasive effect on the ability of these individuals to meet age
appropriate developmental tasks, from everyday negotiation
with the teacher or the shopkeeper to the formation of sig-
nificant relationships with peers. Due to these difficulties,
children with ASC are at high risk of social exclusion. They
often suffer from rejection, bullying and isolation [19]. In the
long run, these social communication difficulties hamper the
independent functioning of individuals with ASC, including
their attainment of occupational and residential goals. They
affect as their ability to find friends and intimate partners,
and increase the likelihood of psychiatric disorders [31]. It
is therefore important to attend to the social communica-
tion difficulties individuals with ASC experience as early
as possible. Indeed, studies of intervention into ASC have
shown that the earlier the intervention is provided, the more
effective it is [32].

The ability to attend to socio-emotional cues, interpret
them correctly and respond to them with an appropriate ex-
pression plays a major role in social communication. Three
decades of research have shown that children and adults
with ASC experience significant difficulties recognizing and
expressing emotions and mental states [2, 28]. These dif-
ficulties are apparent when individuals with ASC attempt
to recognize emotions from facial expressions [11, 15, 23,



29], from vocal intonation [9, 24], from gestures and body
language [26, 47], and from the integration of multimodal
emotional information in context [22, 52, 57]. Limited emo-
tional expressiveness in non-verbal communication is also
characteristic in ASC, and studies have demonstrated in-
dividuals with ASC have difficulties directing appropriate
facial expressions to others [35, 36, 34], modulating their
vocal intonation appropriately when expressing emotion [39,
42, 46] and using appropriate gestures and body language
[1]. Integration of these non-verbal communicative cues with
speech is also hampered [14].

Attempts to teach emotion and mental state recognition,
either on an individual basis [10, 18] or as part of social skills
group training [6, 27, 53], have shown mixed results. Besides
improvement on taught material, most studies reported lim-
ited generalization from taught curriculum to situations not
included in the training program. In addition, such train-
ing requires facilitation by trained specialists, is not always
available, and may be quite expensive. When conducted in
groups, it may also deter the more anxious or withdrawn
children [25]. Adding to these limitations is the significant
growth in the prevalence of ASC, mentioned above. This
increase in prevalence requires greater intervention and reha-
bilitation resources, to be provided by well-trained clinicians
and educators. At present, many countries across Europe –
and globally – lack an adequate policy response to the needs
of this growing population of young people, resulting in their
exclusion from society and societal resources. There is there-
fore an urgent need to seek for new innovative methods for
approaching children with ASC and for fostering their inte-
gration into society. A solution to the shortage of trained
service providers for individuals with ASC may be found in
ICT, which enables users everywhere to enjoy state-of-the-art
professional support online. The computerized environment
is especially appealing for individuals with ASC, due to its
predictable, controllable and structured nature [43], which en-
ables them to use their strong systemizing skills. Systemizing
is the drive to analyze or build rule-based systems, allowing
one to predict the behaviour of the system and control it. In
contrast to their socio-emotional difficulties, individuals with
ASC have intact and sometimes superior systemizing skills
[5]. Their attraction to systems is apparent in the circum-
scribed interests they possess [4], such as spinning objects,
mechanics, and computers. These are attractive because
they are systematic, repetitive, and therefore predictable.
These special interests could therefore be harnessed when
teaching children with ASC, in order to keep them intrinsi-
cally motivated [50]. Motivation is indeed a major challenge
when aiming to teach socio-emotional communication skills
to children with ASC. Whereas as adolescents, the motiva-
tion for social communication and interaction increases [55,
56], implicit social motivation is usually lower in children
with ASC [13, 58] and their interest in such training needs
to be initiated and retained externally [37]. As noted above,
harnessing the child’s circumscribed interests when teaching
socio-emotional communication may assist in raising interest
and motivation [20].

The ASC-Inclusion project suggests advanced ICT-enabled
solutions and serious games for the empowerment of chil-
dren with ASC who are at high risk of social exclusion.
ASC-Inclusion aims to create an internet-based platform
that will assist children with ASC, and those interested in
their inclusion, to improve their socio-emotional communi-

cation skills, attending to the recognition and expression
of socio-emotional cues and to the understanding and prac-
tice of conversational skills. ASC-Inclusion combines several
state-of-the-art technologies in one comprehensive game en-
vironment, including analysis of users’ gestures, facial and
vocal expressions, training through games, text chatting,
animation, video and audio clips. Despite the innovative
technologies involved, the ASC-Inclusion is aimed for home
use. Though designed to assist children with ASC, ASC-
Inclusion could serve other population groups characterized
by deficient emotional understanding and social skills, such
as children with learning difficulties [7, 30], attention deficit
and hyperactivity disorder (ADHD) [12], behavioural and
conduct problems [54], or socio-emotional [49].

The remainder of this paper is structured as follows: first, a
detailed description of the user requirements and specification
is given (Section 2); then we describe the three modalities
namely face, voice and body gesture (Sections 3, 4, 5) and the
platform (Section 6). We next comment on content creation
(Section 7) before concluding the paper in Section 8.

2. USER REQUIREMENTS
Previous literature reports social communication difficul-

ties in individuals with ASC as well as enhanced abilities in
other non-social areas such as systemizing [5]. This provided
us with a greater insight into the social, cognitive and be-
havioural abilities of these potential end users. Review of
the design, content and effectiveness of the Mind Reading
DVD as an intervention [21] and The Transporters DVD
[20] which have shown to enhance the ability of children
with ASC to recognize emotions, permitted identification of
a method through which learning material can be presented
in an engaging manner which capitalizes on the enhanced
systemizing skills seen in individuals with ASC.

7 focus groups were observated to help identify the pref-
erences and interaction style of children with ASC when
using virtual environments (VEs). The feedback from these
groups helped to specify the user requirements of the virtual
environment and to design accordingly the computerized
therapeutic intervention. The results from Hebrew user fo-
cus groups found that the children enjoyed using the virtual
environments and the majority of children could navigate
independently in the environment, activate different func-
tions of the VE and change the settings. It was noted that
having an overall mission to guide the children’s interaction
in the VE was a motivating tool. The user focus groups
also provided feedback on the game genres that the children
enjoyed most. Specifically it was found that the children
enjoyed being able to design their own avatar and home,
although they would like the avatar to have a more inter-
active role. The children also enjoyed strategy and thought
games, drawing games, and a provided communication tool.
As one would assume, the children also liked to gain rewards
from playing games. Another aim of these focus groups was
to obtain feedback from the children on the theme of the
proposed ASC-Inclusion VE – a research camp, and also their
comprehension of what research is and the types of tools a
researcher might use. The majority of children understood
and liked the theme of the VE and also the concept of a re-
searcher. Both feedback from the children and parents on the
games has been very beneficial in refining and adjusting the
games to enhance the children’s learning and also to engage
and maintain the interests of the children. The final aim of



the focus groups was to (1) confirm if the type of content
(social scenes, short stories) we intended to create/film for
the platform was understandable to children, (2) to make
sure they could understand and could give judgements of
people’s feelings and thoughts just from verbal descriptions,
to see if this is a another possible mode of games design, (3)
to get ideas for social scenes that are part of the children’s
world, and to test if they matched those created by the ASC-
Inclusion team’s scenes and (4) to examine the children’s
ability to sustain attention to emotion tasks and their abil-
ity to complete tasks these tasks successfully. It was found
that the children produced similar stories to those created
by the ASC-Inclusion team, the children could understand
verbal descriptions of emotions and could sustain attention
to these tasks. The results from a second set of Swedish
user focus groups mainly investigated different game genres
with children with ASC. The results from these focus groups
found that the games that were easy to understand and had
a good game concept were rated highest by the children. The
researchers noted that a number of the games presented to
the children and which the children enjoyed playing could
be easily adapted to become emotion recognition games, but
that better reward systems and the ability to change diffi-
culty level was necessary to keep the children engaged and
motivated. The most valuable feedback from these focus
groups was in relation to the game Tinkatolli1. In Tinka-
tolli each child is represented in the VE through an avatar
character, the other avatars in the VE are their classroom
friends, and the children can send messages to one another.
It took some time for the children to realise that the other
avatars were their classroom friends but once this realization
occurred, the children were very excited and instantly began
communicating with one another both virtually within the
game and across the class room. Tinkatolli promoted and
prompted social interaction and has a therapeutic benefit as
the children initiated play and social contact with the other
children in the virtual world. A similar tool will thus be
developed for the ASC-Inclusion VE.

Two specialist focus groups were held, these focus groups
consisted of experts in the field of ASC. The purpose of these
groups was to provide feedback regarding the VE concept and
implementation, as well as to highlight difficulties common to
ASC children which may affect their ability to interact with
the VE. A number of potential issues and recommendations
were made by the group. These recommendations have been
used to guide the development of the virtual environment.

The information gathered from review of literature and
technologies developed for children with ASC, as well as
the results from the focus groups have been fundamental in
designing both the visual and functional aspects of the VE
to match the needs of the intended user – children with ASC
5–10 years of age.

3. FACE ANALYSIS
A stand-alone prototype of the Facial Affect Computation

Engine (FACE) has been constructed. This combines earlier
work [33] on inference of complex mental states (agreeing,
concentrating, disagreeing, interested, thinking, unsure, and
further) from continuous video with a more recent facial
tracker (Figure 1) based on head and facial actions such
as head yaw, pitch, and roll, eyebrow raise, lip pull and

1https://www.tinkatolli.me/

Figure 1: Face analyser.

pucker, lips parting, jaw drop, mouth open and teeth present.
The resulting system is robust and runs in real time. Our
approach integrates machine vision and probabilistic machine
learning to represent a computational model of mind-reading.
The model is a multi-level Dynamic Bayesian Network that
abstracts raw video input into three levels. Each level conveys
face-based information at different extents of spatial and
temporal abstraction. The automated mind-reading system
implements this model by combining top-down predictions of
mental state models with bottom-up vision-based processing
of the face to recognize complex mental states in real-time
video.

4. VOICE ANALYSIS
For the training of a voice analyser, a data set of proto-

typical emotional utterances containing sentences spoken in
Hebrew by a total number of 20 children has been collected
with typically developing children and children with ASC.
The focus group consists of nine children (8 male and 1 fe-
male) at the age of 6 to 12 years. All children were diagnosed
with ASC by trained clinicians. 11 typically developed chil-
dren (5 female and 6 male) at the age of 6 to 9 years served
as control group. In order to limit the effort of the children,
the experimental task was designed to focus on the Ekman
‘big six’ basic emotions except disgust: happy, sad, angry,
surprised, afraid plus other three mental states: ashamed,
clam, proud, and neutral. A complete description of the
database is given in [41]. Considering the outcome of the
evaluations described in [41] and [40], we defined potential
features and descriptors that are relevant for emotion percep-
tion. Applying the openSMILE audio feature extractor [17],
a large set of prosodic, spectral and voice quality low-level
features has been extracted from the recorded utterances.
A deeper look was taken at individual features in order to
make quantitative statements on the differences between the
classes. We have chosen features modelling pitch, energy,
and duration basing on the assumption that such features
can be conveyed to children rather easily by prompting them
to speak louder or more quietly, to raise or lower pitch, or
to speak faster or slower, etc., resulting in a list of prosodic
descriptors such as statistical functionals of: energy by the
sum of auditory spectrum at different frequency bands (from
20 Hz to 8 kHz) and root-mean-square signal frame energy,



pitch by fundamental frequency contour, and duration by
modelling temporal aspects of F0 values, such as the F0 onset
segment length.

A new networking layer was added to openSMILE. This
includes a basic platform independent socket API available
both for Linux and Windows, a network message and data
sender, and a remote control interface. With this interface,
openSMILE can be run on live audio input on a backend sys-
tem; output data can be streamed to a client over a standard
TCP/IP network. This is required for easy integration with
other components of the game. The network components
enable the processing in the backend to be started, paused
and resumed, and stopped remotely from a client process.
The acoustic parameters are computed on several temporal
levels. The lowest level is the frame level, i. e., acoustic low-
level descriptors are computed from short overlapping frames
of audio data (20–60 ms), which are sampled at a rate of
10 ms. The next level is constructed by applying statistical
functionals to the low-level descriptor contours over fixed
length windows. The length of these windows can either be
constant, typically 1–5 seconds, or dynamically correspond
to linguistic meaningful units such as words, phrases, or
utterances. We refer to these levels as the constant length
or dynamic length supra-segmental levels. The data rate re-
quired for the transmission of acoustic parameters decreases
from the frame level to the supra-segmental levels. The
dynamic length supra-segmental level has no fixed rate at
which data is sent, while the other two levels have constant
rates. The Graphical User Interface (GIU) for the current
ASC-Inclusion Voice Analyser (Figure 2) includes two parts:
the upper part in which the system gives a visual feedback
on the recognised emotion and the bottom part in which the
parameters for emotion perception are tracked in real time.
The upper part of the GUI concerns emotion recognition. It
shows arousal and valence in a 2D plot by colouring the 4
quadrants depending on the recognition results, according to
Plutchik’s wheel of emotions [48]. In addition to arousal and
valence, it shows also the emotion name while for the oth-
ers it will just colour up accordingly to arousal and valence
colours mapping. The bottom part of the GUI is dedicated
to real-time parameters tracking. It shows Energy and Pitch
over time. Moreover speed and pitch standard deviation are
showed as moving bars.

5. GESTURE ANALYSIS
Full-body expressive features to be analysed in the game

are inspired by several sources: biomechanics, computer
vision, experimental psychology, and humanistic theories,
including Laban’s Effort Theory [38]. The list of candidate
features is the following: kinetic energy of body parts (hands,
head, upper body), symmetry of hands movements and pos-
ture with respect to vertical axis and forward/backward,
forward/backward leaning of upper part of the body, direct-
ness (direct/flexible in terms of Laban’s Effort), impulsivity,
fluidity, light/heavy gesture quality, the relative position
between head and shoulder, openness of the posture (contrac-
tion/expansion), rigidity and swinging of the whole body or
of body parts. Several solutions have been explored for the
recordings of full body movements of subjects. Extraction
and analysis of non-verbal expressive features from full body
movement, indeed, is strongly dependent on the quality of
the recorded data. In particular, the presence of noise might
negatively affect the measurement of features; for comparing

Figure 2: Voice analyser.

the data from several acquisition systems, it is necessary to
guarantee the synchronization of the recorded data. The
EyesWeb2 software platform – which provides the basis of
the analysis in the game – has been used to perform the
tests. EyesWeb provides many modules and fully supports
the synchronization of data from several sources. New Eye-
sWeb XMI software modules to extract expressive features
were developed that can compute features from both 2D
and 3D user tracking data coming from a 3D depth sensor
(Kinect, ASUS Xtion, Softkinetic). The newly developed
algorithms and software (Figure 3) include modules for the
computation of Kinematic features such as positions, trajec-
tories, velocities, accelerations, and jerks directly computed
from mocap data or images. Joints positions and trajecto-
ries are extracted from mocap data. User tracking can be
performed using traditional web-cams, in this case only 2D
coordinates will be available, or using cheap depth camera
based motion capture systems like Kinect, ASUS Xtion Pro
or other RGB-D sensors, that can extract both 2D and 3D
MoCap data simultaneously. Velocities, accelerations, and
jerk related to each single point identified during the track-
ing, are computed directly starting from the coordinates. 2D
and 3D velocities and higher order derivative coordinates
computations are performed by two EyesWeb XMI blocks
developed specifically to carry on these operations. Further
EyesWeb software modules extract in real-time movement
expressive features. Main software modules for the Asc Inclu-
sion EyesWeb library are described in the following. Kinetic
Energy (movement activity, or motion index) is a relevant
feature in recognizing emotion from the full-body movement.
An EyesWeb software module computes Kinetic Energy in-
dex from 3D or 2D coordinates. Contraction Index (CI) is a
measure (range from 0 to 1) of how the user’s body uses the
space surrounding it: the 3D version of CI is computed by
comparing the volume of the Bounding Volume (BV) that
is the minimum parallelepiped surrounding the user’s body
and an approximation of the volume of the density (DI) of
the 3D coordinates. The 2D CI uses a technique related to
the bounding box, i. e., the minimum rectangle surrounding
the user’s body. Smoothness: an index derived from the

2http://www.infomus.org/eyesweb_ita.php



Figure 3: Body gesture analyser.

measure of the curvature of a speed trajectory; both 2D
and 3D curvature can be measured. Symmetry: symmetry
indexes starting from 2D and 3D MoCap data. Directness:
given a target in space, a direct movement is characterized by
an almost straight line trajectory, in contrast with a flexible
movement which changes direction at each instant. The di-
rectness index is computed from a trajectory tends to assume
values near to 1 if a movement is direct and low values (near
0) when flexible. 2D and 3D Directness of a movement is
computed by a single EyesWeb XMI block that, given a tra-
jectory of a joint, calculates its directness. Periodicity: and
index based on the periodicity transform [51]. This module
analyzes the input and produces a sequence of periods and
their contribution to the input sequence. Rigidity: a mea-
sure of the relative movement of different parts of the body.
Impulsiveness: an impulsive gesture ([16], [44]) is performed
without a significant preparation phase. We have tested the
above list of implemented indexes on a movement archive
and with real-time measures using Kinect. Currently, we
are refining and tuning the algorithms by new recordings of
children using the Sualysis motion capture system and hd
videocamera. This will result in the second version of the
EyesWeb ASC library for body gesture analysis.

6. PLATFORM
An overview of the game platform architecture is given

in Figure 4. The platform communicates with the Emotion
Agent that obtains the current emotion which the player
is having from Apache ActiveMQ (message queue). The
partners’ agents analyse input from the sensors (webcam,
microphone, etc.) and send their results to the ActiveMQ.
The data is encoded by the W3C EmotionML. Each message
includes time stamps as per the time interval from which
the emotion estimation was extracted. The sub systems’
(gestures, face, and voice analysis) agents always run in the
background and add results into the queue. The higher
level API between the Emotion agent and the platform will
be similar to the above and will define for each emotion
detected at the low level API (as well as for arousal and
valance dimensions) its confidence by each modality.

In addition, the platform includes the following basic pro-
cedures: User Registration and Login – including setting
the profile, Carers’ registration and login: Child login: Once
registered, the child has a unique username and avatar (see

# Emotion Valence Category # Levels

1 Happy positive basic 2
2 Sad negative basic 2
3 Afraid negative basic 2
4 Angry negative basic 2
5 Disgusted negative basic 2
6 Surprised neutral basic 2
7 Excited positive individual 1
8 Interested positive individual 1
9 Bored negative individual 1
10 Worried negative individual 1
11 Disappointed negative individual 1
12 Frustrated negative individual 1
13 Hurt negative individual 1
14 Kind positive social 1
15 Jealous negative social 1
16 Unfriendly negative social 1
17 Joking positive social 1
18 Sneaky negative social 1
19 Ashamed negative self-conscious 1
20 Proud positive self-conscious 1

Table 1: 20 emotions specified for the game. Levels
refers to the number of different intensity levels.

below). User profile: For each user, a profile is created by
the system, containing details such as age, preferences, and
on-going play patterns. The personalisation infrastructure
of the system uses this information to ease personalise the
child’s experience, e. g., present the games in an initial diffi-
culty level that fits the child. Saving user data: Anything a
user achieves, purchases, and creates in the VE is saved in
the system data base, e. g., progress in the training program,
paintings and designs created by the child in a creative activ-
ity, and collectible items. The data is sent using web services.
Initial parents’ site, Interaction manager: The interaction
manager was defined and can be activated and enable the
various user selections and activities, navigation between
activities and locations. Avatar Choosing and customizing:
In the avatar application designed for the VE, the child can
create an avatar, customise its facial features and expres-
sions, and choose cloths and accessories for it. Being one of
the strongest motivational elements of VE’s in general, and
as found for ASC-Children too , the avatar application is
strongly connected to the rewards system of the VE. Upon
entering the VE the child has a basic set of items for the
avatar, and he/she can purchase more using virtual money
they earn by advancing in learning tasks. Some items can
only be purchased after reaching a certain amount of experi-
ence points and rank in the VE storyline. Content templates:
ASC children are known to be fond of collecting, so these
applications are also to be harnessed to motivate the VE
users to be active in the VE and progress in learning, and
are therefore related to the rewards system.

The world’s theme and narrative were created to face
the challenge of making the children go through a learning
program which aims to help them in coping with one of
the issues that are maybe the hardest for them: recognising,
understanding, and expressing emotions. The learning plan is
the heart of the VE and was designed to be both didactic and
engaging. The rewards system and motivational elements
were designed to support it [58]. The look and feel of the



Figure 4: Platform architecture.

virtual world environment were designed according to the
theme and narrative , and the main locations and Non Player
Characters were developed.

Current motivational elements in the VE are: a designable
virtual home, including a ‘tickets machine’ application to
take a canoe and go to your own home or visit a friend’s
home, the “Linko” communication device, and a collector’s
album application including buying and replacing cards.

7. CONTENT CREATION
In order to determine the most important emotions for

social interaction in children with ASC, an emotions survey
was developed and completed by parents, typically developing
adults and parents of children with ASC. 20 emotions were
identified by the survey as being the most important for social
interaction and selected to be taught through the platform (cf.
Table 1). To teach children with ASC about the recognition
and expression of emotions through facial expressions, vocal
expressions and body gestures; audio and video material
was recorded of actors portraying these emotional displays.
To demonstrate these emotions within a social context, 120
social scenes were also filmed, 6 per emotion. Scripts were
written to help the actors portray the emotions through each
of the filmed modalities. In the game, the child can earn
coins for carrying out their investigation work, the emotion
tutorials. The children can then use these coins to buy things
or earn play time in their favourite games. Positive feedback
will always be provided each time the child answers a question
in a game correctly, or makes the wanted action. The amount
of praise provided will match the degree of success. If the
child answers incorrectly, the game will provide a hint and
will then encourage him/her to try again.

Figure 5: Research centre environement.

8. CONCLUSIONS
We introduced the current state of the gaming platform

ASC-Inclusion targeted to children aged 5 to 10 years with
ASC. User requirements have been analysed, identifying the
needs of target audience for the creation of user scenarios
for the platform subsystems. A Facial Affect Computation
Engine (FACE) that takes video from a standard webcam,
infers probabilities for discrete mental state conditions, and
displays the results. The on-line acoustic feature extractor,
which calculates the speech features in real-time, is further
integrated and extended according to the relevant descriptors
that need to be tracked for ASC vocal expression analysis. A
GUI gives visual feedback of these parameters. A collection of
EyesWeb XMI software modules implementing computational
models and algorithms extracts in real-time a set of low-
level expressive gesture features. Further, a basic platform
that provides procedures and infrastructure forms the core
piece of the game. Video and audio content forms the main
material of the learning tutorials and serious game and has
accordingly been created. An evaluation design which will
test the psychological and clinical effectiveness of the sub-
systems as well as their integration has been developed.

The upcoming improvements will enable integration of the
different modalities. Further, we will focus on evaluation
with children in the loop.
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