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Abstract

This paper reports on ways of using digitised video from television cameras in user interfaces for computer systems.
The DigitalDesk is built around an ordinary physical desk and can be used as such, but it has extra capabilities.
A video camera mounted above the desk, pointing down at the work surface, is used to detect where the user is
pointing and to read documents that are placed on the desk. A computer-driven projector is also mounted above
the desk, allowing the system to project electronic objects onto the work surface and onto real paper documents.
The animated paper documents project is considering particular applications of the technology in electronic pub-
lishing. The goal is to combine electronic and printed documents to give a richer presentation than that afforded
by either separate medium.
This paper describes the framework that has been developed to assist with the preparation and presentation of these
mixed-media documents. The central component is a registry that associates physical locations on pieces of paper
with actions. This is surrounded by a number of adaptors that assist with the creation of new documents either
from scratch or by translating from conventional hypermedia, and also allow the documents to be edited. Finally
the DigitalDesk itself identifies pieces of paper and animates them with the actions described in the registry.

1. Background

In the 1970s, scientists at the Xerox Corporation’s Palo
Alto Research Center developed the desktop metaphor which
made computers easy to use by making them look and act
like ordinary physical desks. Electronic documents could be
manipulated like paper documents, but the computer added
powerful new facilities. This led some to predict that the pa-
perless office would dominate within a few years. The trou-
ble is that people like paper. It’s portable, tactile and easier to
read than a screen; today computers are used to generate far
more paper than they replace.

Recent developments in computer hardware are greatly re-
ducing the cost of attaching television cameras to comput-
ers. They have moved from being an expensive peripheral for
specialists to a level comparable today with a monitor, and
developments in technology will soon make the cost similar
to that of a mouse. This raises the question of what new tech-
niques will be appropriate when every computer routinely in-
cludes video input, possibly from several cameras.

Over the past few years, the University of Cambridge
Computer Laboratory and the Rank Xerox Research Centre
in Cambridge (formerly EuroPARC) have collaborated on re-

search into the use of video in user interfaces15; 18; 23. This
is not virtual reality where the user is immersed in a totally
synthetic, computer-generated environment, often donning a
special headset and even clothes; this is augmented reality
where the computers operate through everyday objects in the
real world. Such a system requires the computer to monitor
activities and to deliver its contribution as unobtrusively as
possible, suggesting the use of video and, to a lesser extent,
sound for input and output. Of course, this merely reflects
normal practice. We are used to pointing to interesting parts
of documents and commenting on them; electronic enhance-
ments should extend ordinary documents seamlessly.

The second motivation for this work is the development of
electronic, multi-media publishing as an alternative to con-
ventional publishing on paper. CD-ROM and on-line ver-
sions of reference books and fiction can enhance their con-
ventional counterparts in a number of ways:

� They offer elaborate indexing, glossaries and
cross-referencing.

� They allow non-linear progression through the text.
� Sound and moving images can be added.
� Sections can be copied into new documents.
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However, screen-based documents have a number of dis-
advantages:

� People find screens harder to read than paper.
� Electronic bookmarks are less convenient than bits of pa-

per.
� Adding personal notes to electronic documents is difficult.
� Writing, editing and proof-reading a non-linear, multi-

media document is still a specialised and difficult task.

We are investigating ways of resolving these difficulties
by publishing material as ordinary, printed documents that
can be read in the normal way, enjoying the usual benefits
of readability, accessibility and portability. However, when
observed by a camera connected to a computer, they acquire
the properties of electronic documents, blurring the distinc-
tion between the two modes of operation.

Our initial experiments have applied this technology to
computer-assisted learning10. Earlier work with Computer
Interactive Texts9 supplemented printed books with software
that was an integral part of the educational package but which
had to be run separately. The two parts can now be united.
The first demonstration animates part of an elementary text-
book on mathematics; applications to teaching English and
digital electronics are currently being investigated. A sepa-
rate paper discusses the user interface for preparing and pre-
senting mixed-media documents16. This paper presents the
internal architecture of the system. The early prototype sys-
tems to investigate video user interfaces7; 8; 12; 14; 17; 19; 20; 21; 22

used a fairly ad hoc approach. The whole system has now
been re-engineered for more general use. In particular, ques-
tions of scale and of generality have been addressed. The re-
sulting framework is now being used for further experiments
on new applications of the technology.

2. System architecture

Moving from initial ‘proof of concept’ experiments to a full
system has involved the design and implementation of a
completely new framework for interacting with paper.

The first problem is to associate interactions with locations
on printed documents. It would be attractive to embed the ac-
tual code for the interaction in the document, but the volume
of data involved makes this impossible. The alternative is to
mark the paper with a reference to the interactor and provide
a central directory to return the code required over a network.

However, even these references are quite large. Several
techniques are available for encoding digital information in
printed material. Bar codes and special founts for optical
character recognition4 are in everyday use to identify things
like products in supermarkets and cheques. More recently
glyph codes11 have been proposed as an alternative that can
be printed relatively unobtrusively as part of the background
of a document. This latter approach seemed particularly at-
tractive as a way of simultaneously marking an active area
of a document and identifying the associated interactor.

Hecht suggests that glyph codes should give an infor-
mation density occupying only 0:3mm2=bit with a 300 dpi
printer and reasonable error correction11. Our experiments5

confirmed that 1:6mm2=bit were required for reasonable re-
liability if the documents were only printed at fax resolution.
However, this does not work when using a high resolution
camera over the desk because of difficulties resolving fine de-
tail after applying the thresholding algorithm needed to han-
dle uneven illumination. This means that even the interactor
can not be identified in the space available and so a further
level of indirection is needed. The solution is to use the iden-
tity of the document and the co-ordinates of the interactor on
the page as an index to identify the interaction required. This
information can be stored in the same central directory.

This leaves the problem of identifying the document.
Newman suggests calculating a signature based on the ar-
rangement of paragraphs, lines and words on the page14 but
the information content is not sufficient for large scale use.
Therefore, we mark the pages explicitly with unique iden-
tifiers. These encode the location of the directory as a net-
work IP address and an index for the document within that
directory. Again, glyph codes look attractive but proved un-
reliable. Bar codes require about 15mm2=bit and OCR print-
ing about 5mm2=bit, so the latter was adopted. Marking the
paper documents with a unique identifier printed in an OCR
fount has the advantage that it can be transcribed manually to
invoke interactions when the full digital desk is not available.

The registry providing these directory services thus lies at
the centre of the system, acting as a long-term repository for
representations of printed documents and the interaction ob-
jects associated with them. Information is added to the reg-
istry by direct editing or via an adaptor importing from some
other form of hypertext. A document can be printed to pa-
per via another adaptor and then animated by placing it on
a DigitalDesk. The camera identifies the document and fol-
lows the pointer, and the associated actions are identified in
the registry and invoked as appropriate with the results be-
ing projected back onto the paper. The overall framework is
shown in Figure 1.

The remainder of this paper discusses these components in
more detail. These are all written in Modula-313, a high-level
systems programming language that particularly lends itself
to operation in a distributed environment. Finally, a typical
application is described and some details of the implementa-
tion are given.

3. The Registry

The registry provides the central directory service for ani-
mated paper documents. It stores the image of each active
document and the code of any interactors, together with cross
references between these and indexes to identify them.

The main component is a pseudo-window leaf which cor-
responds to a unit of interaction on the DigitalDesk, not un-
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Figure 1: The Animated paper document framework

like a form in a conventional window system. These operate
in two ways:

� as primaries – the master versions of the leaves which usu-
ally are editable but need not have been printed on paper,
and

� as surrogates – which provide the co-operation with a
printed page.

They can also operate as factories to reproduce the leaf,
cloning its activities when the corresponding part of a printed
page is copied and pasted.

Each leaf includes rendering information for display or
printing. When a primary leaf is printed a page representa-
tion and a surrogate leaf are created in the registry. The page
representation acts as an index identifying the interactor cor-
responding to particular co-ordinates on a page. It also al-
lows further copies of the document to be printed with ex-
actly the same interactive properties. Each interactor is asso-
ciated with a particular piece of rendering information which
refers back to the surrogate leaf which includes fragments of
executable code.

The original intention was to store these as Modula-3 net-
work objects3 which could be invoked remotely. Unfortu-
nately, the Modula-3 type system requires the signatures of
these remote methods to be known when the code is com-
piled, which makes dynamic operation difficult, so the code
is stored in a single address space. However, this is just a tem-
porary measure. A better long term solution would be to store
complete programs as Java applets1 or Obliq oblets6 which
are more amenable to dynamic loading for remote execution.

The registry is made persistent through a hierarchical stor-
age manager which saves the entire data structure as a series
of files.

141592653589793 141592653589793

Figure 2: Alternative layouts for animated pages

4. Adaptors

The registry is accessed via a set of adaptors that allow the
database to be built and edited, imported and exported to
other forms of hypertext, and for documents to be printed for
animation on a DigitalDesk.

4.1. Creation

Animated documents are created with a fairly conven-
tional WYSIWYG editor. Text and diagrams are entered and
amended in the usual way, building up a collection of render-
ing information in primary pseudo-window leaves. However,
it is also possible to mark areas of the document as hyperlinks
and to associate interactors with them. This adds code refer-
ences to the rendering information.

One version of the editor actually operates on the Dig-
italDesk, which means that text, diagrams and interactors
from other printed documents can be copied into the new
document. If the other printed documents are active docu-
ments known to the system, this copying is entirely digital,
just as it would be in a conventional word processor. How-
ever, text and pictures can also be copied from conventional
printed documents by using the overhead camera to capture
an image and passing any text through an optical character
recognition system.

4.2. Printing

Another adaptor prints out documents from the registry onto
paper so that they can be used for direct interaction on
the DigitalDesk. The printed documents are annotated with
marks in their corners to facilitate recognition and location
on the desk top, and also have their unique identifier printed
in an OCR fount; see Figure 2.

Once the document has been printed, its page representa-
tion is retained in the registry as an immutable copy of its
structure for future interaction. This allows the paper to con-
tinue working in the same way even if its electronic original
is edited.
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4.3. The DigitalDesk

The DigitalDesk actually animates the paper documents.
This involves recognising that a page printed by the print-
ing adaptor has appeared on the desk, determining its posi-
tion, reading its unique identifier and locating any interac-
tors. These are then marked by projected highlights. When
these are activated by pointing, the associated code is recov-
ered and executed, and the results projected back onto the pa-
per.

The sequence of events is as follows:

� The characteristic corner marks or rules trigger the sys-
tem’s detection of an active page on the desk.

� The unique identifier is read using OCR.
� This encodes both the address of the originating registry

and the page representation within that registry.
� The rendering information associated with the page repre-

sentation specifies the active areas by the co-ordinates of
their pseudo-window leaves on the page.

� Pointer events in the active areas are passed to the surro-
gate leaves which invoke the associated code.

� Results are projected back through other leaves.

We are currently working on improved page recognition
techniques that will remove the requirement for characteris-
tic registration marks and printed identifiers.

4.4. Import and export

Other forms of hypertext can be absorbed into the animated
paper document system. For example, paper access to the
World Wide Web2 is possible through an adaptor. Given a
uniform resource locator (URL), this captures the informa-
tion on the associated web page in the registry. The page can
then be printed on paper and links activated by placing the pa-
per on a DigitalDesk and pointing. The page’s identifier and
the co-ordinates of the link are looked up in the registry to
yield the appropriate activity and the results projected back
onto the desk.

The interactions afforded by animated paper are consider-
ably richer than straightforward HTML but if a document is
sufficiently simple, it can be exported as HTML.

5. Direct interaction

Figure 3 shows a photograph of the current DigitalDesk. The
camera and projector are mounted above the desk to give an
A3-sized working area.

The system acts rather like a colleague or instructor. The
user places a printed page on the desk, roughly the right way
up and clearly visible, to ‘show’ it to the system in order to
interact with it.

When the page has been located and recognised, a trans-
formation is set up between the pseudo-window leaves at-
tached to its page representation and physical co-ordinates

Figure 3: The DigitalDesk in use

on the desk top. The leaves thus become part of the projected
window system.

A pen with a light-emitting diode in its tip is used for point-
ing. This is recognised by the camera system and converted
to co-ordinates using a transformation calculated by occa-
sional registration. It would be possible to use a conventional
graphics tablet, but the light pen has the advantage that it
works perfectly well over a stack of paper on the desk. The
events are passed back through the window system to the
leaves.

The paper itself can be annotated with an ordinary pen and
the image captured and passed back to an application either
as an image or as text derived by conventional optical char-
acter recognition.

6. Applications

The animated paper documents project involves work both
on the underlying technology described here and also on new
applications to prepare and present mixed-media publica-
tions.

One of the first applications is a system to assist with
teaching mathematics10. Figure 4 shows an animated page
from a textbook which presents a tutorial on the graphs of
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Figure 4: A page of an animated maths book with the cam-
era’s view inset

quadratic equations. The student can experiment with the
book by writing coefficients into a general equation on the
page and seeing the resulting graph drawn into a space on
the page. Alternatively the system can project the coefficients
and the student draw the graph in the space; this is then cap-
tured by the system and assessed.

Several further applications are being developed using this
framework:

� An animated version of a story book will allow children to
explore grammatical structures in the text.

� A computer-aided design system will allow finite state ma-
chines to be drawn and the corresponding hardware imple-
mentation displayed.

� Import and export adaptors have been written to allow in-
teraction with printed version of World Wide Web pages.

7. Implementation

The current system is mostly built from commodity hard-
ware. The registry runs on a Sun workstation under the So-
laris operating system and the DigitalDesk runs on a PC un-
der Linux. However, the software is all written in Modula-3
and so is portable to other platforms as appropriate. The Dig-
italDesk display is provided by a Proxima 1024x768 colour

LCD panel attached to a high power overhead projector and
its camera is a JVC TK-F7300. This uses a prismatic ar-
rangement to sub-sample a 756x576 image by a factor of 2,
3 or 6 in each direction to give a maximum resolution of
4536x3456. When mapped onto an A3 working surface, this
gives a resolution of about 10 pixels/mm which is sufficient
for OCR.

The registry and adaptors are written to work as a dis-
tributed system and documents can be printed, the paper
taken to a geographically remote site, placed on a Digi-
talDesk there and animated through communications with
the home registry that is identified by the unique identifier
printed on the document. However, it is important that the
system should also be able to operate when free-standing.
This is achieved by taking a copy of the registry and the rel-
evant adaptors and ‘publishing’ them on a CD-ROM. This
can then accompany a printed version of a book and be used
to animate the book on any computer workstation equipped
with appropriate DigitalDesk hardware.

8. Conclusions

We have developed the underlying technology of the Digi-
talDesk and used it as a vehicle to demonstrate mixed-media
documents adding electronic annotations to printed pages.
This has prepared the way for widespread use of animated pa-
per documents as the relevant hardware becomes more gen-
erally available.

In this paper we have described a framework for animated
paper documents that provides an environment for further
experiments with new applications and new user interfaces.
This provides a central registry for document information, a
set of adaptors to edit, print and interact with animated paper
documents and further adaptors to import and export other
forms of hypertext.

The first animated paper documents have already been
tested within the framework and further mixed-media pub-
lications are being prepared. We are continuing to work on
the underlying technology and on taking the applications for-
ward into educational material for other disciplines and into
other areas of publishing.
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