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ABSTRACT
Current navigational systems rarely consider generic road
landmarks in their navigation instructions, which can lead to
mistakes, frustration, and distraction. However, automatic de-
tection of road landmarks is difficult, as current approaches to
object detection focus either on out-of-context objects which
have special characteristics or on very specific domains. This
work presents a future direction for a user-friendly naviga-
tional system based on state-of-the-art computer vision tech-
niques that use deep learning for object detection. We propose
an automatic hierarchical approach for detecting and classify-
ing a set of static and dynamic road landmarks that would be
useful in automatic navigational systems. We further demon-
strate a set of optimisations that improve performance and
accuracy of the basic system. We evaluate our approach on a
natural, ‘in-the-wild’ dataset to determine how well it handles
natural automotive input. Finally, we demonstrate a use-case
for our system that extracts information about a vehicle’s loca-
tion and intention.

ACM Classification Keywords
H.5.2. Information Interfaces and Presentation (e.g. HCI):
User Interfaces; I.4.9. Image Processing and Computer Vision:
Applications.

Author Keywords
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INTRODUCTION
Early work in psychology and human-computer interaction
demonstrated the importance of landmarks in navigation [12,
5]. Landmarks were found to be important for three reasons
[5]. First, they are consistent with how humans navigate since
we use landmarks as part of our internal representation of an
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area [28]. Second, landmarks are preferred by drivers in navi-
gation. Landmarks are more popular than distances, number
of streets or street names [5, 4]. Finally, landmarks make navi-
gational systems more usable [5]. As a result of these factors,
providing directions with generic landmarks improves a users’
ability to navigate a given route, leading to fewer errors, less
distraction, and safer driving [5]. For example, a navigational
system that gives directions such as ‘turn left at the church’ has
better usability than one that gives distance based directions
such as ‘turn left in about 150 metres’. The driver has more
confidence in the decision and is less likely to make mistakes.

Incorporating landmarks into driving directions has been stud-
ied using databases holding information about the surrounding
environment. Despite the increased amount of information
about features of interest in our vicinity (e.g. from Google
Maps), systems that rely on this information are not generalis-
able. The information may easily become outdated, is often
only available for a small set of urban areas, and may be propri-
etary [13]. The system proposed in this paper detects general
landmarks in the driver’s view, meaning it is generalisable and
does not rely on information that may easily become outdated.

In this paper, we describe an automatic, hierarchical approach
for detecting and classifying a set of twelve static and dynamic
road landmarks that would be useful for an in-vehicle navi-
gation system (an overview of our approach is illustrated in
figure 1). We evaluate our approach on a dataset collected
‘in-the-wild’ on different road types and in varying weather
conditions. There are three major contributions:

1. Presenting a dataset of videos collected ‘in-the-wild’ on
different road types using an in-vehicle camera. From these
videos, we extracted and labelled a set of twelve static and
dynamic salient road landmarks.

2. Proposing an automatic two-stage methodology augmented
with filtering to detect and classify salient road objects based
on the approach of R-CNN [15, 16]. We further compare
methods of filtering the boxes to improve performance.

3. Demonstrating both quantitatively and qualitatively via a
prototype that our approach is successful and useful in a
navigational environment.
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Figure 1. The pipeline of our proposed system. First, the video is divided
into frames, which are used to find candidate bounding boxes around ob-
jects. These proposals are then filtered to select a subset of high-quality
object proposals. These object proposals are classified using a convo-
lution neural network. Finally, filtering is performed to remove over-
lapping bounding boxes of the same class, and the top candidates are
returned.

In this paper, we first give an overview of related work. We
then describe the dataset and associated preprocessing steps,
followed by our methodology. Finally, we discuss our experi-
mental evaluation, conclusions and future directions.

RELATED WORK
In-vehicle driver assistance has become standard in modern
cars. These advanced driver assistance systems (ADAS) have
a variety of uses ranging from pedestrian detection and lane de-
parture warning to traffic sign detection and parking assistance.
However, there has been little improvement for in-vehicle nav-
igational systems from those that use distance directions based
on GPS (e.g. in a SatNav). GPS systems are problematic
for pedestrian navigation as users find the navigational task
more difficult, are slower, and are more prone to errors [18].
One would expect similar problems for drivers but with more
severe consequences.

Work centred on detecting landmarks has tended to focus on
extracting specific landmarks based on prior knowledge of
the person’s location [10, 27, 25, 20]. These systems hold a
database of images or important locations related to the user’s
environment (known apriori or based on GPS) against which
images taken from the vehicle are matched. For example, the
GIS system [20] uses an annotated map with landmark infor-
mation (e.g. local businesses or town halls). The user is then
presented with an updated map based on their location. This
approach relies on a fast data connection speed, as download-
ing information based on the user’s location requires having
high bandwidth (1 Gb/km for Google) [30]. This is unrealistic
in rural environments and requires apriori knowledge which
may not be available or easily applicable.

Other approaches make the map more advanced using 3D
imagery (e.g. from Google Earth). The directions are then
overlaid on the map using the vanishing points of the image
[9]. For example, the 3D ArtMap from Bosch adds 3D models

Our Dataset
Average image resolution 562x1000
Average object classes per image 1.41
Average object instances per image 2.16
Average object scale 0.0075

Table 1. The statistics of our dataset.

of landmarks [2]. However, 3D ArtMap can only pick up
major landmarks (such as Buckingham Palace) [23]. These
systems do not detect generic landmarks that are useful in
more general situations and must be detected on the fly, as the
ability to label and store all occurrences of generic landmarks,
such as post boxes, is clearly intractable. Moreover, the ability
to render complex 3D imagery is computationally expensive.

Other work in vision-based road understanding has focussed
on specific road features or scene understanding. For example
the systems described in the surveys by Mogelmose et al [22]
and Hillel et al. [17] focus on detecting lanes or features along
the road such as signs. Other systems focus on detecting street
furniture such as poles or trees using laser scanning data [7,
21]. None of these systems attempt to solve the problem we are
considering: namely detecting generic objects for use in a real-
time navigational system using computer vision techniques.

Moreover, while the given systems may report impressive
results, they tend to focus on one setting. As a result, the
given technique may not work as well in other environments.
For example, the urban setting is more challenging due to the
clutter and occlusion in the scene and scenes with varying
weather conditions are also more challenging [3].

DATABASE
We test our pipeline on our dataset, collected ‘in-the-wild’
with the challenges that such a natural dataset entails. Our
dataset includes data from 47 drivers, with approximately 2
hour videos of driving per driver. The dataset used in this
paper is a subset of this larger dataset. It includes the driving
of 10 drivers and has statistics as given in table 1.

Figure 2. Two sample images from our dataset, demonstrating its partic-
ular difficulties. These images show the distortion and glare caused by
the windshield, the effects of weather, and that many of the objects to be
detected are extremely small.

Of the datasets for either driving or road-scene understanding,
such as Kitti [14], Time Motorway [8] and Street Scenes [1],
most focus on the detection of pedestrians, cars, or other scene
features (e.g. trees, the sky, roads, sidewalks), whereas we
are looking to detect landmarks that occur in these images.
Moreover, many of these datasets (e.g. Street Scenes) do not
include variations in lighting and weather conditions or the
distortional effects of the windshield (see figure 2). Thus, our
dataset has two important characteristics. First, our dataset
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Figure 3. An example of a difficult image and its corresponding anno-
tation. It is not clear where one row of houses ends or another begins.
Also, while there are clearly three visible cars in the image, what about
the other ones that are almost completely obscured and the ones that are
very small. Finally, there is a church at the end of the street that, again,
is mostly obscured.

is realistic in terms of the types of images and variations in
these images. Second, our dataset includes a set of classes,
previously understudied in navigational videos, which would
be useful for detecting generic landmarks in the wild.

Landmark selection
The classes chosen were based on those static and dynamic
salient landmarks that appeared on the route and are also either
mentioned or fit the criteria discussed by Burnett [5, 6]. The
criteria Burnett proposes are permanence, proximity to the
road, and visibility from far off. We also included dynamic
objects such as cars and buses, as these are useful for directions
such as ‘follow the car ahead’ or if the object is unique (e.g. a
striking colour) such that it may itself become a landmark.
Certain objects are far more common than others, which is
to be expected in such ‘in-the-wild’ datasets. The final set of
classes and number of instances per class are: church : 876,
bridge : 487, bus : 1453, traffic light : 3687, zebra light :
1746, truck : 2688, pedestrian crossing : 577, car : 19800,
corner shops : 1815, gas station : 122, bus stop : 987, and
row of houses : 9083.

Annotation was a non-trivial task due to the ambiguity of
where a given object starts/ends and how to classify mostly
occluded objects. For example, the class row-of-houses was
particularly challenging, as seen in figure 3. To cope with
this, we followed three rules for consistency of the labels: we
only labelled objects with less than 50% occlusion, the boxes
had to be at least 50% filled by the given object, and finally
the objects themselves had to be larger than 40x40 pixels, as
objects smaller than this would be too far away and difficult to
detect for both the driver and our system.

METHODOLOGY
This section describes our two-stage approach for detecting
and classifying landmarks in an image. It first discusses the
objectness step for extracting high quality object proposals.
It then explains the fine-tuned convolutional neural network
(CNN) used for classification. Finally, it discusses two addi-
tional filtering steps we considered to improve detection when
using only a handful of object proposals.

Objectness
The first step in our methodology as defined in figure 1 is
the use of objectness to refine the number of proposals given
to the classification stage. ‘Objectness’ assesses how likely
a bounding box is to contain an object using a generic test

(e.g. hand-derived characteristics of objects or more complex
approaches). Object proposals are widely used in order to
make classification problems tractable. As opposed to sliding
window approaches that may require over 1,000,000 propos-
als to obtain good results, the object proposal approaches may
have up to 96% recall with only 1000 proposals [29]. As our
system is envisioned as being used in real-time contexts, the
improvement in performance obtained from using only a small
set of high-quality bounding box proposals is vital.

In the automotive world, objects we wish to detect may be
occluded, obscured, distorted, in miniature, etc., making our
dataset challenging. Moreover, the images themselves may
be noisy, with clutter or the effects of weather (e.g. rain or
snow). As a result, we chose an object proposal method that
was robust to these challenges. To extract the object proposals,
we use EdgeBoxes [31], which measures objectness using
edges. A bounding box is likely to contain an object if the
edges within the box are self-contained and do not cross the
box boundary. We also considered using BING [11], which
assumes that most objects, when normalised and resized to an
8x8 window share many similar characteristics. However, as
our experiments demonstrate, EdgeBoxes outperforms BING
significantly, validating our choice.

Classification
Given the object proposals of the previous step, we imple-
mented a fine-tuned convolutional neural network (CNN) to
classify the object proposals as described in R-CNN [15]. Fine-
tuning is necessary when the data provided is not sufficient
to train a full CNN from scratch. Instead, we can exploit the
weights learned for another network trained on similar data to
initialise our network. We make the implicit assumption that
those weights learned within the ‘lower’ layers are general and
can be shared with our task. This method has been shown to
give impressive results, even when using a net learned on one
type of dataset for a completely new domain [24, 15]. In order
to build this network, we used Caffe [19].

Filtering
A given object will fire many object proposals and correctly
classified bounding boxes. Though this is a positive indicator
that our system is working correctly, it is problematic when
using an object detection system in a wider context for two
reasons. First, having too many object proposals makes the
system run slowly, as the CNN must classify each proposal and
then rank the results. Given a powerful enough GPU, many
object proposals may be acceptable, but it is unlikely that an
in-vehicle navigational system would have such resources, so
this remains an important constraint. Second, it is hard to
ascertain the number of objects in the scene. This is important
for object tracking while giving directions. For example, two
overlapping bounding boxes classified as ‘car’ may indicate
one or two cars. Our approach is twofold: to use pre- and post-
processing steps to minimise the number of object proposals
and to filter the classified results.

Pre-Filtering
In order to track objects from one frame to the next, we use
feature descriptors to estimate the homography, the matrix
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that describes the transformation between a point in a given
image and where it moves to in the second image. We assume
a perspective transform, which relies on the camera having
pin-hole perspective, there being no non-linear distortion and
the scene having planar perspective. While these conditions
do not hold exactly (i.e. there are non-affine transformations
due to the warping of the window screen), we hypothesised
that the change from one image to the next would be minimal
enough to make this a good approximation.

As a result, for every pair of subsequent images, we compute
feature descriptors using ORB [26], match them between im-
ages and then estimate the homography between the images
based on these correspondences. We use the RANSAC algo-
rithm to determine a set of consistent inliers when computing
the homography, as the correspondences will be noisy since
the scene is not static. For example, cars may be moving in
many directions within the image.

Then for each pair of boxes in image Ii−1, we compute, based
on this homography, where the box corners would end up
in image Ii to give a list of predicted box locations. Given
this predicted list of boxes and the detected list of boxes for
the image Ii, we update the probability of a given box bi in
the detected list as follows. We first find the box b′j in the
predicted list that has the highest overlap with this box. Given
a box b and an estimate b′ then the overlap score of the two
is IoU = b∩b′

b∪b′ . We then average the probabilities of bi and b j
being objects to determine the updated probability of box bi.

Post-Filtering
Given the set of classified boxes with probabilities computed
using the neural network, we perform post processing to con-
flate these proposals. This step is necessary, as many overlap-
ping boxes are actually of the same object, as shown in figure
1, yet we only want to extract salient, distinct objects.

The first step is to take the top ten candidate boxes for a
given class (as we only want the most salient objects of each
class) and the second step is to merge these candidates. In
order to conflate only candidate boxes that are likely to be the
same object, we merge those bounding boxes that have a high
overlap and are classified as of the same class with a similar
probability. Each box starts out in its own set, and we keep
merging sets if there exists a pair of boxes, one from each set,
such that the two boxes have a high overlap score, are of the
same class, and the absolute value of the difference between
their probability from the neural network is below a given
threshold. Two boxes have a high overlap score if the IoU
between the bounding boxes is greater than a given threshold.
For each set, we construct a new box as follows. We average
the location of the x/y coordinates for all boxes within the set
to determine the new bounding box coordinates and set the
probability of this box equal to that of the box in the set that
has maximum probability.

OBJECT TRACKING
Given the initial system we have described in the previous sec-
tions, we also created a prototype for how one could track vehi-
cles through frames and determine their position and intention
(average velocity) in a light-weight manner. This prototype

demonstrates the utility of the underlying landmark detection
system.

In order to track dynamic objects, we use a graph-based ap-
proach. For each landmark class, we create a separate graph
with a maximum depth of 20 frames. The nodes are the ob-
jects in a given frame and an edge connects two nodes in
consecutive frames if the IoU between the bounding boxes is
greater than a given threshold (set to 0.5 in this case). Given a
graph, we extract objects based on the assumption that paths
through a graph correspond to moving objects, so the longer
the path, the more likely the path corresponds to a true ob-
ject. Given a graph, for each node at the top most level of the
graph (corresponding to the current frame), we determine the
length of the longest path ending at this node as well as the
average movement from frame to frame. To compute the in-
tention, we average the change in the coordinates of the centre
of the bounding boxes over the course of the corresponding
path. This gives a vector describing the corresponding object’s
average velocity or its intention.

EXPERIMENTAL EVALUATION
In order to evaluate our approach, we first divided the dataset
by two modes: route and road type. There are ten routes (one
for each participant) and four road types. We first analyse the
objectness step in isolation, then the entire system in isolation,
and finally the pre- and post-filtering techniques. To ensure
generalisability of our system, we use leave-one-out cross-
validation. For each test/train set, the CNN was re-trained, and
then used to detect and classify objects in the test set. We then
discuss some of the practical considerations of our system.
Finally, we present qualitative results from our system and
from the prototype that determines a vehicle’s intention.

Objectness evaluation results
First, we compared the result of the objectness approaches:
EdgeBoxes and BING [11]. A bounding box was considered
as correct using the approach of ImageNet. Two boxes are
considered correct if their IoU score is > 0.5

As can be seen in table 2, EdgeBoxes outperforms BING on
all landmarks except for zebra light. As a result, we use only
EdgeBoxes when determining the bounding box proposals for
the classification stage.

System Performance criteria
In order to evaluate the results of our system, we calculate
the AP (average precision) measure for each class, as done in
ImageNet. We also compute an overall AP score for all classes
as opposed to averaging the results of each class, as done in
ImageNet. Our aim is to strongly penalise false positives
when detecting landmarks, which is vital in this context else
the driver may become irritated and distracted.

Initial Classification Results
Since the number of object proposals affects the results of the
CNN in terms of computational cost and accuracy, we first
investigated this tradeoff. We chose to use 1400 candidate
bounding boxes since it provides a good tradeoff between
these two factors, as can be seen in figure 4.
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Bridge Bus Bus Stop Car Corner Shops Gas St Ped. Crossing Row of Houses Traffic Lt Truck Zebra Lt
EdgeBoxes 0.72 0.94 0.45 0.94 0.77 0.86 0.15 0.93 0.71 0.91 0.00

BING 0.28 0.36 0.11 0.18 0.16 0.00 0.04 0.61 0.48 0.26 0.05
Table 2. Percentage of objects found by class using 1000 candidate boxes and IoU of 0.5.

 

Figure 4. Demonstrates the tradeoff between AP score and computa-
tional cost for the entire pipeline (objectness and classification).

We compared the CNN classification to using a support vector
machine (SVM). We trained the SVM on feature descriptors
extracted from 10,000 randomly chosen training images using
one-versus-one multi-class classification. When using the
CNN and SVM to classify test images (the pre-cropped images
of landmarks), the CNN clearly outperforms the SVM. The
CNN yields an average of 92% accuracy over the route test
set and an 88% percent accuracy over all road types versus
67% and 57% for SVM respectively. Both of these approaches
perform significantly better than a naive majority vote baseline
classifier that returns the most common class, which would
have a 45.7% accuracy.

These differences are compounded when considering the over-
all AP scores of the SVM versus CNN. To compute the overall
AP score, we used an IoU threshold of 0.5 on a subset of ran-
domly chosen frames for each train/test set for both the CNN
and SVM. For each train/test set, we computed the overall AP
score and AP score per class with and without filtering using
take-one-out cross validation on both routes and road types.
The SVM has an overall AP score of 0.064 over all routes and
0.03 over all road types whereas the CNN has scores 0.32 and
0.28. See figure 5 for a break down by class. The error bars
indicate one standard deviation.

The nature of the dataset makes our landmark classification
task difficult, as the ground-truth placement was ambiguous
(see figure 3). However, as can be seen by our results, the
CNN approach is generalisable to unseen route conditions and
road types. As shown in figure 5, our system can detect and
classify landmarks such as bus, car, row of houses, etc.

Classification Results with Filtering
We then considered the improvements of pre- and post-
filtering. In all of these experiments, we only considered

Overall AP Score
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Figure 5. A comparison of the results using the SVM and CNN ap-
proaches. Clearly the CNN outperforms the SVM on both the route and
road set and over all landmarks.

the CNN, as the initial results demonstrate that the CNN con-
sistently outperforms the SVM approach.

Pre-Filtering
We compared the result of the object tracking approaches to
two baselines: non maximal suppression and simply returning
the top object proposals found by EdgeBoxes. Here we con-
sider the results of participants 1 and 2 using the CNN model
trained on the other participants. The AP score as a function
of number of boxes returned is given in figure 6. Using object
tracking improves performance when using only a very small
number of boxes.

While using a GPU improves performance substantially, for
some number of boxes the performance will degrade. Though
the object tracking approach adds some overhead (< 0.1 sec-
onds), this is negligible compared to the overhead of having
to classify an additional batch of images. For example, one
can use 50 object proposals with object tracking and obtain
similar performance to using 150 boxes without filtering. This
corresponds to a 2x speedup on a GPU with batch size 100.
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Figure 6. The AP score as a function of the number of object proposals
returned for each image.

Post-Filtering
For post-filtering, we compared coalescing boxes to two base-
lines: non maximal suppression and performing no post-
filtering. Graph 7 gives the overall AP result for these ap-
proaches for participants 1-4. (The error bars indicate one
standard deviation.)
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Figure 7. The AP score for the given post-filtering techniques.

Coalescing boxes performs consistently well across all dy-
namic and static landmarks and improves the overall AP score
by approximately 0.05. This implies that this approach gener-
alises well and is good in filtering the large number of boxes.

Practical Considerations
While the previous sections have considered the performance
of our system, there are some practical considerations that
we consider in this section. First, this system requires a large
amount of hand-annotated data that is similar to the area of
interest. A system trained in the British countryside will not
necessarily generalise to an urban environment in China. Sec-
ond, not all landmarks are universal. While bus stops may be
distinctive and similar in one environment, they may not be
so in another. As a result, one would have to consider having
separate landmarks for separate environments or only using a
very small set of landmarks (e.g. car and row of houses) that

are seen in all environments. Irrespective of these consider-
ations, the previous results demonstrate that this approach is
promising, as we can achieve good performance with limited
data in a challenging environment.

Sample Output
Finally, we showcase the results of our approach on two sam-
ple participants, participants 1 and 5. Figure 8 gives the land-
mark detection output for participants 1 and 5 without filtering
using 1400 object proposals. Figure 9 gives the results using
50 object proposals, pre-filtering via object tracking, and post-
filtering by coalescence on the same frame sequence. These
sequences demonstrate how using more proposals gives the
ability to find more difficult objects in the scene (such as the
largely occluded rows of houses). However, this is at the ex-
pense of more false positives (e.g. the non-existent corner
shop) and the same landmark (e.g. the car or rows of houses)
being detected multiple times.

Figure 8. A sequence of frames with the objects extracted using 50 ob-
ject proposals, pre-filtering based on object tracking, and post-filtering
based on coalescing boxes. The red boxes indicate the car class.

Object Tracking
Finally, we showcase our object tracker for determining the
intention of a vehicle, its velocity vector, in figure 10. These
cropped frames overlay the output of our prototype on a frame
taken from participant 5. This prototype is able to track a
vehicle and determine its intention. It demonstrates how one
could use our system to give more complex directions, such as
‘follow the car in front’ or ‘follow the white truck around the
roundabout’. It further demonstrates that our proposed system
can be used to build a useful, powerful, and lightweight tool.
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Figure 9. A sequence of frames with the objects extracted using 1400 ob-
ject proposals and no filtering. The red boxes indicate the car landmark
class, the dark blue row of houses, and the green corner shops.

CONCLUSIONS AND FUTURE WORK
We have presented a methodology for detecting landmarks in
driving vehicles using state-of-the-art vision techniques. Our
work has demonstrated good results for detecting landmarks
but also highlighted the associated challenges. We have fur-
ther described our ‘in-the-wild’ dataset and choice of twelve
salient landmarks useful for in-vehicle navigational systems.
Finally, we have demonstrated via a prototype how a sim-
ple lightweight method for determining a vehicle’s intention
could be built on top of our system. Our vision-based approach
would be useful in advanced driver assistance systems (ADAS)
as it is a cheap alternative to the expensive and computation-
ally heavy approaches used by current systems (e.g. LIDAR
for object detection and Google MAPs [20]). However, there
are many challenges still to be overcome before such a system
could be integrated in a commercial setting.

Future work would focus on improving classification accuracy
with additional training samples, improving performance by
implementing the system natively (e.g. in C++ as opposed to
python), developing a prototype for drivers, and considering
methods of improving directions. More descriptive directions
would incorporate characteristics of the landmark (e.g. the
‘red-car’) and the context (e.g. that there is only one car in
the driver’s view) to improve the specificity of the direction
and minimise driver confusion. We would also consider how
to incorporate directions based on another vehicle’s motion,
as discussed in section 6.8. The prototype would use the
landmarks detected to generate directions for drivers.

Figure 10. An image with the intention of the detected vehicles indicated.
The cropped images highlight the detected objects, with the objects’ ve-
locity vectors overlain. These results are from using only 50 classified
boxes per frame with pre-filtering based on object tracking and post-
filtering based on coalescing boxes.

Future directions also include evaluating our prototype in a
user study to determine which landmarks are useful, when
directions should be given and user satisfaction when given
different types of directions. For example, one would expect
a black car by itself in a busy street to be more salient than
a black car in a busy street. However, it is unclear whether a
direction involving another moving vehicle (e.g. ‘turn where
that red car just turned’) is more salient than one involving
a stationary object (e.g. ‘turn at the traffic lights’). We hope
that our work encourages future research into context-aware
navigational systems.
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