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ABSTRACT
Recent developments of hardware capabilities on mobile de-
vices have made Location Based Services(LBS) very popu-
lar. This triggered an increasing need of rich visual content
in mobile guide applications.

This paper presents two original approaches for using rep-
resentative visualizations: artistic views which represent an
arbitrary deformation made by an artist and perspective
views(3D-like) obtained from 3D models. Both approaches
are based on learning GPS-to-image relations. We show an
efficient use of the thin-plate spline for registering GPS co-
ordinates with images. We also show the implementation of
our guiding system on two mobile platforms.

Categories and Subject Descriptors
I.4 [Image Processing and Computer Vision]: En-
hancement—Registration

General Terms
Algorithms, Design, Performance

Keywords
mobile guide, LBS, visual representation, artistic views

1. INTRODUCTION
The past decade has seen a massive growth in the number

and the capabilities of mobile devices (PDAs, smart-phones
etc.) and associated applications such as mobile guides and
LBS [5].These applications offer navigation support and in-
formation delivery services, as users want to know where
they are, what is interesting near them and they want to
have this information whenever they need it.

Today’s mobile devices have WLAN, GPS and also some
graphic acceleration. These new communication and posi-
tioning capabilities have fueled a tremendous interest around
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LBS. LBS have made mobile guide applications more attrac-
tive as they provide accurate location as well as surrounding
information (e.g. shops or hotels within close distance).

Providing users of mobile guides with intuitive, easy ways
of understanding their position in the environment is very
important. They need to mentally map what they see in
the application with the reality. Traditional mobile guides
such as Google Maps only show simple 2D maps with street
names without any visual help of the environment. This can
make the process of finding a specific place difficult.

It is clear that users would benefit from visual content
richer than 2D maps. For this purpose research has been
conducted on 3D mobile guide applications [7]. They show a
3D model that tries to match the real environment as closely
as possible. By combining LBS with 3D models these ap-
plications aim at matching user position in the real world
with camera position in the model, giving the sensation of
being inside the application in the same place as in reality.
The problem with 3D applications resides on current hard-
ware technology. Currently only a few mobile devices have
graphic acceleration and most of them have small memory.
3D mobile applications have reported small rendering rates
(less than 1 fps) even if optimizations and offline compu-
tations were used. We argue that, within a few years, as
hardware on mobile devices will improve, these rich visual
applications will become common place.

In between 2D and 3D one can identify intermediate ap-
proaches where simple photos or Google Earth images are
used in mobile guide applications. Unfortunately photos are
not good enough to be used as maps in applications. For ex-
ample, in a top view of a park (Figure 1) trees cover paths
affecting user’s ability of finding his position on the image.

In the following section we propose two new intermedi-
ate approaches for mobile guide applications using represen-
tative views of the environment. In the first approach we
use artistic images to represent outdoor environments(e.g.
parks) and in the second approach we use perspective im-
ages, taken from 3D models, that give the same visual sensa-
tion as 3D models and fit perfectly in small areas or venues(e.g.
stadiums) (see Figure 3).

2. VISUAL APPROACHES
In mobile guide applications one of the most important

problems is how to display the environment and the current
position to the user. In this section we present two differ-
ent and innovative approaches to display the environment
and we explain the methods used to convert from GPS to
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Figure 1: Difference between 2D map(a), aerial
photo(b) and artistic view(c) of Compans, Toulouse

pixels coordinates in order to accurately show the current
user position in the image. In the rest of the document we’ll
consider that GPS coordinates are expressed in latitude(ϕ),
longitude(λ) and altitude(h) using the WGS84 datum.

2.1 Artistic Views
Artistic views are a good choice for outdoor environments(e.g.

parks, town centers) where an overview of a large area is
needed. As it can be seen in figure 1, the environment and
interesting places are easier to identify than in simple photos
or 2D maps. In the artistic view the bridge (denoted by the
red arrow) is clearly seen whereas in the aerial photo it is
not visible and in the 2D map it doesn’t exist. Most notable
elements in the area are represented in an artistic way that
is very easy to understand by human brain and is closest to
our mental representation of space than simple images.

In this work we use Radial Basis Mappings (RBM), to
register the GPS coordinates with the artistic images. Since
the images to register are hand drawn, the deformations be-
tween the artistic view and the GPS coordinates can be only
modeled by non-rigid transformations. A similar approach
has been applied to a different application in medicine [2].

A R2 → R Radial Basis Function (RBF) f is defined
by a basis function φ and an l + 3-vector of coefficients
(w1, ..., wl, a, b, c) and a set of l centres qk as :

f(x) = aϕ+ bλ+ c+

l∑
k=1

wkφ(‖x− qk‖) (1)

where x = (ϕ, λ)T . It consists of a linear part parameter-
ized by (a, b, c) and a non-rigid part, a sum of l weighted
terms with coefficients wk of the basis function applied to
the distance of x and the centres qk. A possible choice for
the basis function is the Thin-Plate Spline φ(η) = η2log(η).

We can then construct a R2 → R2 RBM m mapping a
GPS point x to a point m(x) defined by two RBF fx and
fy sharing their centres :

m(x) =
(
fx(x)
fy(x)

)
= Āx+ t+

l∑
k=1

(
wx

k

wy
k

)
φ(‖x−qk‖) (2)

where A2×3 = (Ā2×2 t) defines an affine transformation
represented by 2 rows of 3 parameters (ax, bx, cx), (ay, by, cy)
by generalization of equation 1.

We can estimate a RBM from nmatched features (or man-

ual landmarks) : x̃i ↔ x̃′i where x̃i (resp. x̃′i) stands for GPS
(resp. image) coordinates. A center is chosen at each x̃i.

In order to compute the parameters needed in equation
2 we have created a helper application(see Figure 2). In
this application we can load the artistic image and a set
of GPS coordinates (see the unregistered traces in Figure

2 (a)). The application allows to drag and drop points of
GPS traces at their correct places onto the artistic view.
At least 3 points must be matched for estimating the affine
part of equation 2) and then the application automatically
re-estimates the non-rigid RBM mapping each time a new
correspondence is established. Using our application we can
both visualize the current mapping and assess its general-
ization capability. After we have matched enough points we
can obtain the parameters that we need from the application
and use them in the mobile application to transform GPS
coordinates into pixel coordinates by applying the equation
2. The estimation process is simple. Given the correspon-
dences and the selected deformation centres, we minimize a
least-squares transfer error J :

J =
1

n

n∑
i=1

‖m(x̃i)− x̃′i‖
2. (3)

We must also ensure the boundary conditions [1] and get a
linear least squares problem with linear equality constraints.

(a)

(b)

Figure 2: Application used to compute TPS param-
eters, before(a) and after(b) matching the spline (in
red) with the image

2.2 Perspective Views
Perspective views can be the ideal choice to visualize inte-

rior spaces or venues (e.g. stadiums). We used this approach
in our test application for guiding inside TFC football sta-
dium. This section presents the use of perspective images
taken from 3D models (Figure 3) in mobile guide applica-
tions. One can easily notice that perspective images offer
the same picture to the user as a 3D application while using
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Figure 3: Perspective image(a) and aerial photo(b)
of TFC stadium, Toulouse

a simple image instead of a complex 3D model. The immer-
sion of the user into the venue (the stadium in our case) is
possible via zoom in/out and scroll left/right and top/down.
We don’t focus on the positioning accuracy since we consider
this to be a separate problem. For our experiments GPS po-
sitioning has been enough, but if higher accuracy is needed,
WLAN or other type of positioning can also be used [8].

A perspective image can be created from a 3D model by
setting a camera at a specific position. After the perspective
image has been created we can obtain the parameters of
the camera (direction, horizontal and vertical FOV) that
we’ll need for the conversion of coordinates. The conversion
between GPS and pixel coordinates is done in 2 main steps,
firstly we convert a GPS coordinate W (ϕ, λ, h) to a vector
coordinate V(x, y, z) in the 3D model and then we convert
V to a pixel coordinate P (u, v).

To convert from GPS to the 3D model coordinates we first
convert W (ϕ, λ, h) to Earth Centred Earth Fixed (ECEF)
coordinates and then to local East, North, Up (ENU) coor-
dinates that match a plane tangent to Earth’s surface.This
conversions are described in [9].

After obtaining (x, y, z) in the ENU system we have to
apply a rotation in order to match the direction of the Y
axis of the 3D model with the North(N) axis of the ENU
system.This is a simple rotation applied only to the x and
y values. The angle of rotation can be given by the 3D
model or it can be determined if we know 2 points along
the Y axis in the 3D model. We also have to apply a scale
transformation in order to adjust real dimensions to the 3D
model size. As with the angle, the scale factor can be given
by the 3D model or can be obtained if 2 points are known(we
compare the distance between them with the real distance).

Having the coordinates V(x, y, z) in the real model we ob-
tain pixel coordinates P (u, v) using a perspective projection:

[su, sv, s]T = P[x, y, z, 1]T (4)

where s is a non-zero scale factor. The projection matrix
P can be constructed [6] from the camera parameters cen-
ter C(XC , YC , ZC), target T (XT , YT , ZT ), horizontal field of
view(FOV) fX , vertical FOV fY , image width W , height H.

If camera parameters are unknown, a projective transfor-
mation using a set of correspondence points between the
3D model and the perspective image may provide a P esti-
mate. Moreover, if neither the camera parameters nor the
3D model are known (if for example we take an arbitrary im-
age from a website) we can still obtain the transformation
between W (ϕ, λ, h) and P (u, v) using a similar approach
to that described in the previous section. We only need a

set of correspondences between GPS and pixel coordinates.
Depending on the number of correspondences used the ac-
curacy of results may be different. We strongly encourage
the use of the first method if the 3D model is known.

(a) (b)

Figure 4: User Interface of implementations, artistic
(a) and perspective views(b)

3. IMPLEMENTATION AND RESULTS
In this section we explain the implementation of the ap-

plications used to test the two approaches and we also show
the obtained results. Both approaches have been tested on
mobile devices and we observed a real-time execution, with-
out noticeable delays in position update. Applications have
been running for hours, the main limitation being battery
life caused by the GPS receiver and the computations.

Figure 5: Grid deformation for artistic views

3.1 Artistic View application
To test the artistic image approach we created two ap-

plications, an offline Java application used to compute the
RBM parameters and an online application running on the
mobile device (see Figure 4). For portability reasons, the
online application runs in JavaMe on a HP iPAQ 6915.

The APIs used for the online application are part of JSR
216 Personal Profile and JScience for the elastic model. Of-
fline application uses the Lapack++ library(C++) for the
mathematics computations and we integrated it into the
Java application using JNI.

The online application communicates over a serial port
with a GPS receiver and parses the NMEA frames. The of-
fline application(see Figure 2) computes the parameters for



Table 1: Perspective View Results
Number of Points 20
Absolute Error in pixels (16 pixels/meter) 2
Relative Error 0.1%

the RBM and saves them to a file that is loaded into the mo-
bile application to make the conversions between GPS and
pixel coordinates in the artistic image. The offline appli-
cation computes RBM parameters instantly for 100 control
points(correspondences) and it takes 50 ms for 500 points.

On Figure 5 we see the result of a RBM which maps GPS
coordinates onto the artistic view. The transformation is es-
timated from the correspondences shown on Figure 2. The
resulting parameters are used to deform a grid of iso-latitude
and iso-longitude lines. One can notice that a non-rigid map-
ping is indeed necessary to cope with the artistic deforma-
tions. To evaluate how well the RBM method performed for
artistic views, a registration error (obtained from manual
landmark selection) has been computed. These errors are
below 3 pixels in average and confirm good visual results for
a 240x240 view. Moreover, the figure clearly shows that a
regularization of the transformation could naturally smooth
the transfer of unstable GPS coordinates. It is well known
that shrinking the non-rigid coefficients is very simple by
ridge regression of linear TPS [3].

3.2 Perspective View application
Testing of the perspective view was done on a Nokia N95

device which has an internal A-GPS receiver able to increase
GPS TTFF (time to first fix) as it uses the GSM network to
obtain missing satellite information. We developed the mo-
bile application in native Symbian C++ (see Figure 4) as it
provides a rich set of APIs, applications run faster than Java
or Python applications and are memory efficient. We chose
Symbian C++ also because we wanted to use the WLAN
Info API to get location information based on wireless net-
works even if at the end we didn’t use this information for
our experiments.

The application is composed of 3 modules:

• User Interface: shows the perspective image to the user
and its position. This module also handles user input
in order to change the view (multiple views can be
used), zoom in/out and move through the image (left,
right, top, bottom)

• Map Engine: makes the conversions from GPS to pixel
coordinates for each particular view as previously de-
scribed

• Position Engine: gives the current position. The po-
sition is obtained using the Location API as latitude,
longitude(decimal degree representation) and altitude
(meters)

We have carried out field tests at the TFC stadium in
Toulouse. The 3D model and perspective views were pro-
vided by Immersive Solutions [4]. To apply the conversions
described in the second section we needed two known points
from the 3D model (to compute the rotation angle and the
scale factor) and the camera parameters for each perspective
view to create the projection matrix. These parameters can
be easily found from the 3D model.

As with artistic images, this application showed good re-
sults. We used perspective views as well as a top view image
of the 3D model to compare positions. We observed the po-
sition in the same place in both top and perspective views
and this position also matched our real position in the sta-
dium. We used a Matlab script in order to test the accuracy
of our method on different GPS coordinates of the stadium.
This allowed us to filter out the main source of data in-
put noise: coordinate fluctuations of the GPS receiver and
also the poor floating-point precision of N95. Table 1 shows
the absolute and relative errors between pixel coordinates
obtained with our method and expected pixel coordinates.
These results prove that the method is very accurate.

4. CONCLUSION
This paper has presented 2 new approaches for mobile

guide applications to visualize the environment and user po-
sition, in both outdoor environments and venues. We have
showed a practical method for positioning the user inside
images that are more convenient and familiar than tradi-
tional maps. We have explained our methods for converting
GPS to pixel coordinates for accurate positioning. TPS has
been successfully applied to match GPS coordinates with
artistic images and more generally to images produced with
non-rigid transformations.

Our solution provides a lightweight yet intuitive visual
guiding until the majority of mobile devices will be capa-
ble of handling high-quality 3D models. Nevertheless, the
methods presented will continue to be useful for accurate
positioning of the camera inside the 3D scene. In our future
work we intend to improve accuracy by WLAN positioning.
We could also better manage the collection of views stored
on the mobile. For example, a minimal set of views could
be complemented by downloading new views when the user
steps outside the initial area. It would also be possible to
automatically switch between artistic and perspective views.
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