Chapter 1

A Mechanized Hoare Logic of
State Transitions

Mike Gordon

The field of programming logics stands on the foundation laid by C.A.R. Hoare
in his seminal paper ‘An axiomatic basis for computer programming’ [8]. In that
paper Hoare presented a calculus of formulae P{C}(@ meaning “If assertion P
is true before initiation of a program C', then the assertion () will be true on its
completion.” ! Since 1969, research into Hoare logics has been a major topic in the
theory of programming. Numerous variations and extensions of Hoare’s original
ideas have been developed. These have both been studied theoretically [1] and put
into practice [3, 9]. This tradition is continued here. An interpretation of Hoare
logic is described that is intended for the analysis of programs implementing real-
time reactive systems. Versions of Hoare’s original rules have been derived and form
the basis for a prototype computer assisted program verifier. The aim has been to
produce an automated system that uses ‘Hoare-style’ reasoning to establish both
total correctness and ‘fine grain’ timing properties of programs. There already
exist extensions of Hoare logic that enable the running time of programs to be
analysed [11]. The work here extends and automates these. Formulae of the
form {P} C {Q} [I] (t) are introduced where P, ) and I are assertions, C is a
command (i.e. a program) and ¢ is a number. These meaning of such formulae is
“If P is true and the instructions compiled from C' are executed, then in at most
t machine cycles the execution of C' will terminate in a state satisfying ¢ and all
intermediate states will satisfy 1.”

1.1 An introductory example

The simple example given in this section aims to convey the ‘look and feel’ of the
verification method presented in subsequent sections. Some notations and concepts
appear before they are properly introduced and as a result some of the details may
be obscure.

From now on {P} C' {Q} will written instead of Hoare’s original P{C}Q.
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Consider the specification of the form {P} C {@Q} [I] shown in box 1 below. C
is an annotated command and P, (), I are conditions on the values of program
variables. The condition I is intended to hold throughout the computation (i.e.
in the final state and all intermediate states), whereas @ is only intended to hold
in the final state. The annotations in the command are an assertion after the
first assignment and a variant [x] and invariant for the while-loop. Each time
around the loop the invariant holds and the value of the variant decreases (values
are assumed to be positive integers). Variables like x in teletype font are pro-
gram variables; variables like z in italics are logical variables (also called ‘ghost’ or
‘auxiliary’ variables).

{x=2zANy=y} [ 1]
out :=0; {out =0 A x=2 A y=y}
if -(x=0V y=0)
then while x > 0
do [x] {out + (x X y) =2z xy A y=y}
out := out + y;
x :=x — 1
{out =z x y }
y = v

The verifier initially generates eleven verification conditions. Ten of these are solved
by the currently implemented simplifier leaving the following one for the user:

(out + (x X y) =z X y) = [ 2 ]
-(x=0) =
((out + y) + ((x — 1) xy) =2 Xy

This is proved manually and then the verifier generates the theorem shown in box 3
below, which has the form = {P} C {Q} [I] (¢), where C is the unannotated multi-
plication program, MultProg say. Such augmented Hoare specifications mean that
{P} ¢ {@} holds (interpreted as a total correctness specification), the execution
of C requires at most ¢ cycles and all intermediate states satisfy I.

F{x =2z ANy =y} [ 3]
out := 0;
if =(x=0V y=0)
then while x > 0

do

out := out + y;

x :=x — 1
{out = 2z x y }

(15 + (13x2))

Thus the multiplication takes at most 15+ (13 x ) machine cycles, where z is the
initial value of x and the value of program variable y remains stable throughout
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the computation. This bound on the number of cycles is computed (and veri-
fied) automatically. The semantics of {P} C {Q} [I] (¢) is formulated directly in
terms of state transitions made by machine instructions compiled from C. The
machine MultMachine in box 4 is defined by the sequence of instruction obtained
by compiling MultProg (see 1.4). The instruction numbers %n% are comments.

4
MultMachine = Machine [0PO 0; %0 %
PUT out; %1 %
GET x; %2 %
OP1 —; w3 h
GET y; yr A
0P1 —; hd
0P2 V; %6 %
0P1 —; YA
JMZ 22; %8 %
GET x; %9 %
OPO O; %10%
0P2 >; %11%
JMZ 22; %12%
GET out;  %13%
GET y; %147
0P2 +; %15%
PUT out; %16%
GET x; %17%
OPO 1; %18%
oP2 —; %19%
PUT x; %20%
JMP 9] %21%

Expanding the theorem of the form {P} ¢ {Q} [I] (¢) into its semantics yields
the state transition assertion (or STA) [6] in box 5. State transition assertions are
defined in 1.7. They are formulae of the form:

MEa—2 55

which means “If machine M is in a state satisfying A then a state satisfying B
will be reached and the sequence of intermediate states will satisfy Z.”
In the STA in box 5, vertical stacking means conjunction, At m is true when the

program counter is m, [I] is true of a sequence if I is true of all elements in the
sequence and By m is true of any sequence of length less than m.

[ 5 ]
By(15 + (13 x z))
At 0 [y =
y =y At 22
MultMachine = x=x oit —rxy
y=Y

This says that if control is at instruction number 0 and the values in locations x
and y are z and y, respectively, then within 15+ (13 x z) cycles control will reach
instruction 22 and the value of out will then be z x y and the value of y will have
remained stable throughout the computation. A similar state transition assertion
going from instruction n to instruction n + 22 could be deduced if the compiled
instructions from MultProg were loaded at position n in memory.
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This result is a worst case analysis. If further information is known about the
starting state, then a tighter time bound may be provable. For example, in the
following annotated specification the precondition has the extra assumption z = 0
and the conditional has been annotated with [F] (which is necessary for the veri-
fication condition generator — see 1.6).

x=zANy=y ANz =0} [ 6]
out :=0; {out =0 A x=2 A y=y Az =0}
if -(x=0V y=0) [F]
then while x > 0
do [x] {out + (x X y) =2z xy A y=y}
out := out + y;
x :=x — 1
{out = 2z x y }
y = 4l

The five verification conditions (see 1.6.5) from this are all solved automatically
and the resulting STA follows:

L7 ]
At 0 By 11
— [y =]
MultMachine = *~ % = "5 At 22
y=9 out =z X y
z=0

This shows that if z is initially 0 then the computation takes at most 11 cycles.
The STAs in boxes 5 and 7 can be combined into a single STA covering both cases:

[ 8 ]
By(z =0 — 11|15+ (13 x z))
At 0 [y =
y =yl
MultMachine E  x=12 Att22 )
out =
Y=y y

where b — p | ¢ is the conditional if b then p else q.

1.2 Overview

The verifier illustrated in the previous section is built on top of a version of Hoare
logic for judgements of the form {P} C {@} [I] (¢). This, in turn, is built on top of
the theory of state transition assertions and a compiler for a simple programming
language. Finally, these are defined directly in higher order logic. Here’s a diagram:

Verification conditions
Hoare logic of STAs
Theory of STAs ‘ Compiler
Higher order logic
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The approach is purely definitional in that each layer is defined in terms of the
concepts of a lower one. The theory of STAs and their use in reasoning about ma-
chine instructions is described elsewhere [6]. To make this paper self-contained, a
simplified version of the theory is outlined in 1.7. The general idea of mechanising
Hoare logics by generating verification conditions and then feeding them to a theo-
rem prover is standard [3, 5, 13]. The particular approach used here was originally
developed for non-timed Hoare logics [4]. Verification conditions are described in
1.6. The main contribution of this paper is to make the use of STAs for reasoning
about data-processing algorithms much easier by defining a Hoare logic on top of
them.

1.3 Timed Hoare specifications

The syntax of expressions £ and commands C is given by the following BNF, where
N ranges over the natural numbers, V ranges over the set Var of program variables,
U ranges over unary operators and B ranges over binary operators.

£ u= N |V |UE| EBE
C V :=€&
Ci; Co

if £ then C, else C,

|
| if & then C
|
| while £ do C

This BNF syntax is ambiguous; if necessary, brackets will be used to disambiguate
particular examples.

Expressions and commands are executed by translating them to sequences of
instructions for a simple stack machine and then running the resulting machine
code programs. The state of the target machine is a triple (pc, stk, mem) consisting
of a program counter pc : N, a stack stk : seqN and a memory mem : Var — N.

The meaning of timed Hoare specifications { P} C {Q} [I] (t) is defined in terms
of the execution of instructions compiled from C.

The specification {P} C {Q} [I] (¢) is true iff ? whenever the program counter
points to the beginning of the instructions compiled from C' and P is true then the
target machine goes through a sequence of states satisfying I and reaches within
t steps a state in which @ is true and the program counter points to the end of
instructions compiled from C'.

This informal definition is refined and formalized in 1.7 using state transition
assertions.

24ff” abbreviates “if and only if”.
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1.4 A simple machine and compiler

Programs are compiled to sequences of instructions from the following instruction
set:

JMP n unconditional jump to instruction n

JMZ n pop stack then jump to instruction n if the result is zero

JMN n pop stack then jump to instruction n if the result is non-zero

POP pop the top of the stack

0PO v push v onto the stack

0P1 U pop one value from stack, perform unary operation I, push result
0P2 B pop two values from stack, perform binary operation B, push result
GET z push the contents of memory location z onto the stack

INP 7 push the input from 7 onto the stack

PUT 2  pop the top of the stack and store the result in memory location z

Let [€] denote the instructions that expression £ compiles to and let s; 7 s denote
the concatenation of sequences s; and sy, then:

N = O0PON
4l = GETV
U ] = [€] " 0oPL U

[E1 B E] = [€1] " [€2] ~0OP2 B

It is easy to prove that if |£] is the number of instructions in [€] then:

V] =1
VI =1
U &| = & + 1

Let [C] n be the sequence of instructions that command C compiles to if the first
instruction is placed at position n. Let |C| be the number of instructions in [C],
then:

[V :=¢€| = [£]+1
IC1 ; Co = |C1] +|Cq
|if £ then (| = €|+ [C]+1

|lif £ then C; else C2| = |&] + |C1| + [C2| + 2
|while £ do C|

€]+ IC| +2

and
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[V := €] n = [] " PUTV

[[Cl H CQ]] n

[Ci] n ™ [C2](n+[Cal)
[if £ then C] n = [€] 7~ MZ(n+|E|+|C|+1) T [C](n+]E|+1)

[if £ then C; else Co] n = [E] 7™ IMZ(n+|E|+|C1|+2) 7 [Ci](n+|E]+1)
7 IMP(n+|E|+|C1]+|Cal4+2) 7 [Ca](n+|E]+|C1]+2)

[while £ do C] n = [E] ™ MZ(n+|E|+|C|+2) T [C](n+|E|+1) ™ JMP n

1.5 A timed Hoare logic

The axioms and rules in this section can all be derived from the definition of
{P} C {Q} [I] (t) given in 1.7 below.

1.5.1 The assignment axiom

The notation P[£/V] denotes the result of substituting £ for V in P. The assign-
ment axiom states:

- {PLg/V1} V=€ {P} [P Vv PLE/VI] (|€] + 1)

The assignment takes one more cycle than the evaluation of £ and during its
execution the value of V is either its initial value or the value of £.

1.5.2 The sequencing rule

AP C QY L] () F {Q} Ca {R} [B] ()
F {P} Cl; CQ {R} [Il V .[2] <t1 + t2>

The time taken to execute Cq;Cs is the sum of the times taken by C; and C, and
throughout the combined computation either I; or I, holds of the memory. The
invariant could probably be strengthened to say that first [; and then I, holds; this
could be expressed with a ‘chop’ operator from interval temporal logic [10]. So far
this strengthening has not been needed and the rule above has been sufficient.

1.5.3 The conditional rules

The one-armed conditional rule is:
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FIPASYC{QY[() FPA-E=>Q FP=I

F {P}if & then C {Q} [I] (|€|+t+1)

The time taken by if £ then C is at most the time taken to evaluate &£ plus the
time taken to execute C plus 1. If the invariant [ is initially true and its truth is
maintained by C, then it is true throughout the entire computation of the condi-
tional.

If it is known that the test £ is false, then the time bound can be improved and
the invariant strengthened to the precondition (since expression evaluations cannot
change the memory).

P = =&

= {P}if £ then C {P} [P] (|€| + 1)
The two-armed conditional rule is:

AP AE}CL{Q} [L] (t)
= {P A€} C {Q} [I] (t2)
FPAE =T

F PA-E =

F {P} if £ then Cl else CQ {Q} [[1 V [2] <|5| + Max(tl, t2) + 2>

The time taken to execute if £ then C; else C, is at most the time taken to eval-
uate &£ plus the maximum of the times taken to execute C; and Cy plus 2. If when
C, is executed then I; holds throughout the computation and when C; is executed
I holds, then I; Vv I, holds no matter what arm of the conditional is taken.

If the precondition P determines the value of £, then a tighter time bound can
be derived. In the case that P forces £ to be true:

HA{P}C {Q} [I] (t) P = ¢ P =1

F {P} if € then C; else C, {Q} [I] {|E] + t + 2)

In the case that P forces £ to be false:

F {P} Cy {Q} [I] (1) P = ¢ P =1

F {P} if € then C; else C; {Q} [I] {|E€] +t + 1)

The reason for “2” in the time bound when £ is true, but “1” when it is false is
that the compiler generates a jump instruction from after the code for C; to the
end of the conditional. This jump is not executed if the else-arm is taken.
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1.5.4 The while rule

In the rule that follows V is a variant, i.e. a variable whose value strictly decreases
each time around the loop; note that all values are natural numbers, so the value
of V cannot be negative. The function WhileTime is defined by:

WhileTime(e, ¢, n) =4y e + 1 + nx(e+t+2)

WhileTime(e, ¢, n) is an upper bound on the number of cycles taken to execute n
iterations of while £ do C, where e is an upper bound on the number of cycles to
evaluate £ and ¢ is an upper bound on the number of cycles to execute C.

FYu. {PANEAV=0v}C{P AV <uv} ][]t P =1

- Vou. {P AV =y} while & do C {P A =&} [I] (WhileTime(|&], ,v))

If it is known that & is false, then the body of the while loop is never executed.
This is reflected in the following rule.

F P = =&

- {P} while £ do ¢ {P} [P] (|€| + 1)

1.5.5 The consequence rule

Preconditions can be strengthened and postconditions, invariants and time-bounds
weakened:

=P} c{Q} 1] (t)
P = P

FQ = @

HI =T
i<t

= AP} e {Q} 1 ()

1.5.6 The cases rule

= Py C{Q} ] (1)
= P2} C{Q} ] (1)

= A{P v P} c{Q} 1] (t)
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1.5.7 An example proof

The following proof establishes the specification in box 6 on page 4.
1. By the assignment axiom:
F{x=zAy=yAz=0A0=0}
out :=0

{x=zAy=yAz=0A out =0}
(x=zAy=yAz=0Aout=0)V x=zAy=yAz=0A0=0)]
(2)

2. By the consequence rule this entails:

F{x=zAy=y Az=0}

out :=0
{x=2zAy=y Az=0Aout =0}
ly =]

(2)

3.Since (x=zAy=yAz=0Aout =0) = —(=(x=0Vy=0)) and
|=(x =0V y=0)| =38, it follows by the second one-armed conditional rule
(the one for when the test is false) that:

F{x=zAy=y Az=0A out =0}
if 7(x =0V y=0) then C
{x=zAy=y Az=0Aout =0}
x=zAy=yAz=0Aout =0]
(9)

4. This simplifies by the consequence rule to:

F{x=2zAy=y Az=0A out =0}
if 7(x =0V y=0) then C
{out =z x y}
ly =yl

(9)
5. Applying the sequencing rule to 2 and 4 yields:

F{x=2zAy=yAz=0Aout =0}
out :=0;
if =(x =0V y=0)
then C
{out =z x y}

[y = ]

(11)
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1.6 Verification conditions

The proof in the previous section was a sequence of lines each of which was an
axiom or followed from earlier lines by a rule of inference. Such forward proofs
are tedious to produce. An alternative is to proceed backwards, by starting from
the goal to be proved and then splitting this into subgoals, subsubgoals etc. until
instances of axioms are reached. A traditional way of organizing such goal-directed
proofs is to use verification conditions [3, 13]. The idea is to generate from a goal
{P} C {Q} aset of purely logical formulae — the verifications conditions — that have
the property that if they are true then the Hoare specification from which they
were generated is also true. To enable verification conditions to be easily generated,
the command C needs to be annotated with hints; in particular the variant and
invariants for while loops need to be supplied (though attempts have been made
to generate this information automatically [14]). The verification conditions are
generated by a straightforward recursion on the structure of C.

Verification conditions are related to Dijkstra’s weakest preconditions [2], though
they predate it. Dijkstra’s idea was to replace { P} C {@} by the purely logical for-
mula P = wp(C, @), where wp(C, @) is the weakest precondition for C to establish
Q. The rules for calculating P = wp(C, @) are similar to the rules for generating
verification conditions from {P} C {Q}.

The verifier described here requires the variant and invariant of all while loops to
be supplied, as well as an assertion before each command in a sequence that is not
an assignment. These assertions should be statements that are true when control
reaches the point at which they occur. Additional optional assertions of the form
[T] or [F] may also be added after the test in conditional and while commands;
these indicate the truth value of the test.

A goal has the form {P} C {@} [I], where C is an annotated command. It is
assumed that each while command has a distinct variant v (and associated auxiliary
variable v) and that for each such variant there is a conjunct v = v in P. The
annotations in C enable an expression Time C to be computed syntactically that
gives a bound on the running time of C in terms of the initial values of the variants.

Time(V := &) = |&]+1

Time(Cy ; Co) = Time C; + Time Cy

Time(Cy ; {R} C2) = Time C; + Time C,

Time(if £ then C) = €]+ TimeC+1

Time(if £ [F] then C) = |&]+1

Time(if € then C; else C») = Time & + Max(Time Cy, Time Cs) + 2
Time(if £ [T] then C; else Cy) = Time &+ Time C; + 2

Time(if £ [F] then C; else C,) = Time £+ TimeCy + 1

Time(while £ do [v]l {R} C) = WhileTime (€], Time C, v)

Time(while € [F1 do [v] {R}C) = |£]+1

For example, Time(out := out +y; x :=x — 1) simplifies to 8 and Time MultProg
(where MultProg is the command in box 1 on page 2) simplifies to 15 + (13 X z).
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When the verifier is invoked with a goal {P} C {@} [I], it tries to prove the
specification {P} C {Q} [I] (Time C) using a set of derived rules ‘backwards’. It
matches the specification with the conclusions of these rules (which are given below)
and then generates subgoals consisting of the hypotheses of the (unique) rule that
matched. * This process is repeated on the subgoals until they are all reduced to
purely logical formulae. These formulae are then mechanically simplified and those
that do not reduce to true are returned as the verification conditions. It is clear
that if the verification conditions are proved then the rules may be applied in the
‘forward’ direction to establish the original goal. A more detailed discussion of this
process can be found elsewhere [4, 5].

The following rules generate the verification conditions; they can be derived from
the axioms and rules given in 1.5.

1.6.1 Assignments

- P = QLE/V] QV QIEN] = T

F AP} V:=£{Q} [I] (Time(V :=¢&))

1.6.2 Sequencing
AP} CL{R} [I] (Time C1)  F {R} C2 {Q} [I] (Time Cy)

= {P} Ci; {R} Co {Q} [I] (Time(Cy 5 C2))

F {P}C{QLE/V1} [I] (Time C)

FAP}C; V :=E{Q} [I] (Time(C ; V :=¢&))

1.6.3 Conditionals

F{PAEYC{QY[I] (TimeC) +PA-E =Q + P =1I

F {P} if £ then C {Q} [I] (Time(if £ then C))

F P = =€ F P = Q F P =1

F {P} if £ [F] then C {Q} [I] (Time(if £ [F] then C))

3Matching is currently done by an ad hoc procedure which has the definition of Time built in.
A more general approach would use Prolog-style metavariables to synthesize running times by
unification. Theorem provers such as Isabelle [12] provide built-in facilities to support this.
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F AP ANE}Cy {Q} [I] (Time Cy)
FA{P A=E}Cy {Q} [I] (Time Co)
F P =1

F {P} if £ then C; else C2 {Q} [I] (Time(if £ then C; else C3))

F{PAEYC, {Q}[I] (TimeC) +FP =€ +P =1

F {P}if £ [T] then C; else Co {Q} [I] (Time(if £ [T] then C; else Cy))

F{PA-EYCy {Q}[I] (TimeCy) F P == + P =1

F {P} if £ [F] then C; else Cy {Q} [I] (Time(if £ [F] then C; else Cy))

1.6.4 While loops

F You. {R(v) A€ A v=v} while £ do [v] {R(v)} C {R(v) A v<w} [I] (TimeC)
F Vu. P(v) = R(v)Av=w
F Vv Rv) = I

F Vo, {P(v)} while £ do [v] {R(v)} C {Q} [I] (Time(while £ do [v] {R(v)} C))

F P = =€ FP = Q F P =1

F {P} while £ [F] do [v] {R} C {Q} [I] (Time(while & [F] do [v] {R} C))

1.6.5 Example

Consider the goal in box 6 on page 4. Using the definition of Time the verifier
computes that 11 cycles are needed. It thus tries to show:

0}

{x=zAy=9yA
= x =12z AN y=yAz=0}

x:

out := 0; {out 0 A
if -(x=0V y=0) [F]
then while x > 0

do [x] {out + (x x y) =2 xy A y =y}

out := out + y;

x :=x — 1
{out =z x y }
y = vl

(11)
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Backchaining with the first rule in 1.6.2 yields two subgoals:

W {x=zANy=yAz=0}
out := 0
{fout =0 AN x=2 A y=y Az =0}
y = 4l
(2)

(2) {fout =0 A x=2 A y=yAz=0}
if =(x=0Vv y=0) [F]
then while x > 0
do [x] {out + (x X y) =2z xy A y=y}
out := out + y;

x :=x — 1
{out = z x y }
y = yl
(9)

The assignment rule in 1.6.1 reduces (1) to two purely logical verification condi-
tions; both are trivial.

B)(x=2zAy=yANz=0 =
0O=0Ax=zANy=yAz=0)

4 0=0Ax=zANy=yANz=0)
fout =0Ax=zAy=y Az =0 =
(y = v)

The second conditional rule 1.6.3 reduces (2) to three purely logical verification
conditions; all three are trivial.

AN X =2z A y:y/\x:())i

X

(7) (out =0 A x=2 A y=y ANz =0 =

The verification conditions from the original goal are (3), (4), (5), (6) and (7).
They can all be solved automatically.
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1.7 State transition assertions

A state transition assertion (STA) has the form:

MEa—2 55

where M is a machine, A and B are predicates on states and Z is a predicate on
sequences of states. In general, a machine is a function from states and inputs to
states [6], but as inputs are not considered here, a machine will be represented by
a function from states to states. If M : state — state is such a machine, then one
cycle is a step s — M s. A trace of M is a sequence:

s (M s) T (MM 5) ™ (MMM s))) ...

The STA above is true iff for all traces so sy 7 ... of M, if A is true of s; then
there is a later state s; (where i < j) for which B is true and Z is true of all

subsequences s;11 ... " s, where i < k < j.

A machine code program O determines a machine Machine O that maps a state
(pc, stk, mem) to the state resulting from executing the instruction pointed to by
the program counter pc. For example, the program in box 4 on page 3 determines
a machine that maps the state (8, stk, mem) to the successor state (22, stk, mem),
since the program counter (viz. 8) points to the instruction JMP 22 (the program
counter starts at 0, so 8 points to the 9th instruction).

The predicate At n is true of a state (pc, stk, mem) iff pc = n. The predicate
By t is true of a sequence of states iff its length is at most .

If the object code for a command C is loaded into program memory starting at
location n, then the resulting machine code program, O say, will contain instruc-
tions [C]n from position n to position n+ |C|. The notation Loaded(O,C, n) means
that this is the case.

If F is a formula then {F} is the predicate on states defined by:

{F}(pc, stk,mem) = Flmem xi,...,mem X,/X1,...,Xy]

where %1, ..., x, are the teletype font variables in F and Flvy,..., v,/%1,...,%,]
denotes the result of textually substituting v; for x; (for 1 < i < n) in F. For
example:

{out+ (xxy)=2zxy A y=y}pc,stk,mem) =
(mem out) + ((mem x) X (mem y)) =z xy A (memy)=y

This notation formalizes the convention that teletype font variables are program
variables (i.e. names bound by the memory) and italic variables are logical (or
auxiliary) variables.

If P is a predicate on states then [P] is the predicate on sequences of states that
is true iff P is true of each individual state in the sequence.

The conjunction of predicates on states and sequences of states will be indicated
by vertical stacking.
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Armed with all this notation, the timed Hoare formula {P} C {Q} [I] (¢) can
now be defined to mean:

By ¢

VO n. Loaded(O,C,n) = Machine O E ?;3? HIH; ?g?"‘M)

In practice, the curley brackets { } are omitted. For example, if O is the sequence
of instructions in box 4 on page 3 and Loaded(O, MultProg, 0), then the meaning
of the timed Hoare formula in box 3 on page 2 entails the STA in box 5 on page 3.

1.8 Mechanization

The prototype verifier is implemented in HOL [7]. First STAs are defined and various
derived rules for them are proved. Next the stack machine, programming language and
compiler are defined. Timed Hoare formulae are then defined in terms of STAs and the
various laws in 1.5 are proved. Finally, tactics are programmed to generate verification
conditions from goals; the justification part of these tactics are the derived rules [4].

1.9 Conclusions

The work described here is just the beginning of an attempt to provide theorem proving
support for specifying and verifying timed reactive systems. Such systems alternate
between waiting for input events in the environment and processing the data associated
with these events. This paper concentrates on the data processing aspects (another
paper [6] discusses waiting states and reaction times). Although some theorem-proving
technology has been developed for reasoning about STAs, it is still not clear how useful
the STA formalism is as a specification method for ‘real’ real-time systems.
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