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t. This paper dis
usses experiments with an agent oriented ap-proa
h to automated and intera
tive reasoning. The approa
h 
ombinesideas from two sub�elds of AI (theorem proving/proof planning andmulti-agent systems) and makes use of state of the art distribution te
h-niques to de
entralise and spread its reasoning agents over the internet.It parti
ularly supports 
ooperative proofs between reasoning systemswhi
h are strong in di�erent appli
ation areas, e.g., higher-order and�rst-order theorem provers and 
omputer algebra systems.1 Introdu
tionThe last de
ade has seen a development of various reasoning systems whi
hare spe
ialised in spe
i�
 problem domains. Theorem proving 
ontests, su
h asthe annual CASC1 
ompetition, have shown that these systems typi
ally performwell in parti
ular ni
hes but often do poorly in others. First-order provers, for in-stan
e, are not even appli
able to higher-order problem formulations. Computeralgebra systems and dedu
tion systems typi
ally have orthogonal strengths.Whereas many hard-wired integrations of reasoning systems have been shown tobe fruitful, rather few ar
hite
tures have been dis
ussed so far that try to extendthe appli
ation range of reasoning systems by a 
exible integration of a varietyof spe
ialist systems.This paper dis
usses the implementation of experiments with an agent ori-ented reasoning approa
h, whi
h has been presented as a �rst idea in [BJKS99℄.The system 
ombines di�erent reasoning 
omponents su
h as spe
ialised higher-order and �rst-order theorem provers, model generators, and 
omputer algebrasystems. It employs a 
lassi
al natural dedu
tion 
al
ulus in the ba
kground tobridge gaps between sub-proofs of the single 
omponents as well as to guarantee
orre
tness of 
onstru
ted proofs. The long term goal is to widen the range ofme
hanisable mathemati
s by allowing a 
exible 
ooperation between spe
ialist1 CADE ATP System Competitions, see also http://www.
s.j
u.edu.au/~tptp/.



systems. This seems to be best a
hieved by an agent-based approa
h for a numberof reasons. Firstly, from a software engineering point of view it o�ers a 
exibleway to integrate systems. Se
ondly, and more importantly, the agent-orientedapproa
h enables a 
exible proof sear
h. This means that ea
h single system {in form of a pro-a
tive (software) agent { 
an fo
us on parts of the problem it isgood at, without the need to spe
ify a priori a hierar
hy of 
alls. Currently westill work with a 
entralised approa
h and fo
us on the 
onstru
tion of a singleproof obje
t. This means all agents pi
k up and investigate the 
entral proofobje
t, given in higher-order natural dedu
tion style with additional fa
ilitiesto abstra
t from pure 
al
ulus layer [CS00℄. In 
ase they �nd that they are ap-pli
able in the 
urrent proof 
ontext they ful�ll their task by invoking a ta
ti
by, for instan
e, 
alling the external system they en
apsulate. After 
onsumingthe available resour
es they 
ome ba
k and make bids in terms of (probably)modi�ed proof obje
ts. Based on heuristi
 
riteria2 one bid is a

epted and exe-
uted by the 
entral system while the remaining ones are stored for ba
ktra
kingpurposes. In this sense global 
ooperation and 
ommuni
ation is established inour approa
h via a 
entral proof obje
t. The bene�t is that we have to 
areonly about translations into one single proof representation language, whi
h re-du
es the proof theoreti
al and logi
al issues to be addressed. Furthermore, our
entral proof obje
t makes use of a human oriented natural dedu
tion formatwhi
h eases user intera
tion. For human oriented proof presentation we employthe graphi
al user interfa
e Loui [SHB+99℄ and the proof verbalisation systemP.rex [Fie01℄.However, extensive 
ommuni
ation amongst the agents is 
urrently also aweakness of our system, sin
e too mu
h of the resour
es are spent on 
ommuni-
ation. Hen
e, a future goal is to subsequently redu
e this overhead by extendingthe agents' reasoning 
apabilities and also by de
entralising the approa
h. A dis-
ussion of parti
ular agenthood aspe
ts of our agents will be given in Se
tion 4.Using the agent paradigm enables us to over
ome many limitations of stati
and hard-wired integrations. Furthermore, the agent based framework helps usto desequentialise and distribute 
on
eptually independent reasoning pro
essesas mu
h as possible. An advantage over hard-wired integrations or even re-implementations of spe
ialised reasoners is that it makes the reuse of existingsystems possible (even without the need for a lo
al installation of these systems).A

essing external systems is or
hestrated by pa
kages likeMathweb [FHJ+99℄or the logi
 broker ar
hite
ture [AZ01℄. From the perspe
tive of these infrastru
-ture pa
kages our work 
an be seen as an attempt to make strong use of theirsystem distribution features.Our system 
urrently uses about one hundred agents. They are split in sev-eral agent so
ieties where ea
h so
iety is asso
iated with one natural dedu
tionrule/ta
ti
 of the base 
al
ulus. This agent set is extended by further agentsen
apsulating external reasoners. The en
apsulation may be a dire
t one in 
aseof lo
ally installed external systems, or an indire
t one via theMathweb frame-work, whi
h fa
ilitates their distribution over the internet. Employing numerous2 For instan
e, bids with 
losed (sub)goals are preferred over partial results, and bigsteps in the sear
h spa
e are preferred over 
al
ulus level steps.
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Fig. 1. System ar
hite
ture.agents, amongst them powerful theorem provers whi
h are 
omputationally ex-pensive, requires suÆ
ient 
omputation resour
es. Hen
e, it is 
ru
ial to buildthe whole system in a 
ustomisable and resour
e adaptive way. The former isa
hieved by providing a de
larative agent spe
i�
ation language and me
hanismssupporting the de�nition, addition, or deletion of reasoning agents (as well assome other proof sear
h 
riti
al 
omponents and heuristi
s) even at run-time.For the latter, the agents in our framework 
an monitor their own performan
e,
an adapt their 
apabilities, and 
an 
ommuni
ate to the rest of the systemtheir 
orresponding resour
e information. This enables expli
it (albeit 
urrentlystill rudimentary) resour
e reasoning, fa
ilitated by a spe
ialised resour
e agent,and provides the basi
 stru
tures for resour
e adaptive theorem proving. Furtherdetails on the resour
e and adaptation aspe
ts are addressed in [BS99℄.The rest of the paper is stru
tured as follows: Se
tion 2 presents the main
omponents of the system ar
hite
ture. Experiments with the ar
hite
ture aresket
hed in Se
tion 3. In Se
tion 4 we provide an overview of the features of ourapproa
h and dis
uss related work. A 
on
lusion/outlook is given in Se
tion 5.2 System Ar
hite
tureThe ar
hite
ture of our system is depi
ted in Fig. 1. The 
ore of the systemis written in Allegro Common Lisp and employs its multi-pro
essing fa
ilities.The 
hoi
e of Common Lisp is due the fa
t that Omega, our base system, isimplemented in this programming language; 
on
eptually it 
an be implementedin any multi-pro
essing framework.Initial problems, partial proofs as well as 
ompleted proofs are representedin the Proof Data Stru
ture [CS00℄ and the natural dedu
tion infrastru
tureprovided by the 
ore system, Omega [BCF+97℄.Our approa
h builds on the Rea
tive Suggestion Me
hanism Oants[BS01℄ as a rea
tive, resour
e adaptive basis layer of our framework. Triggered



by 
hanges in the proof data stru
ture this me
hanism dynami
ally 
omputesappli
able 
ommands with their parti
ular parameter instantiations and 
allsexternal reasoners into the 
urrent proof state. An important aspe
t is that allagent 
omputations in this me
hanism are de-sequentialised and distributed.The idea of this rea
tive layer is to re
eive results of inexpensive 
omputations(e.g., the appli
ability of natural dedu
tion rules) qui
kly while external rea-soners sear
h for their respe
tive proof steps within the limits of their availableresour
es, until a suggested 
ommand is sele
ted and exe
uted. A spe
ial re-sour
e agent re
eives performan
e data from the agents, whi
h monitor theirown performan
e, in order to adjust the system at run time. Heuristi
 
riteriaare used to dynami
ally �lter and sort the list of generated suggestions. They arethen passed to the sele
tor and/or the user. We give here some sensible heuristi

riteria. Does a suggestion 
lose a subgoal? Is a subgoal redu
ed to an essen-tially simpler 
ontext (e.g., redu
tion of higher-order problems to �rst-order orpropositional logi
)? Does a suggestion represent a big step in the sear
h tree(proof ta
ti
s/methods) or a small step (base 
al
ulus rules)? Is the suggestiongoal dire
ted? How many new subgoals are introdu
ed?Agents as well as heuristi
 
riteria 
an be added/deleted/modi�ed at runtime. Due to la
k of spa
e Oants 
annot be des
ribed here in detail; for this werefer the reader to [BS01℄.Oants provides agents that do 
omputations on the basi
 natural dedu
tion
al
ulus. It also provides agents that invoke additional proof ta
ti
s/methodsand external reasoning systems. The external reasoning systems are 
alled by theagent-shells indire
tly via the Mathweb system. That is, the agents themselvesare realised as 
on
urrent Lisp pro
esses in the 
ore system. These pro
esses a
-tivate themselves and make 
alls to Mathweb servi
es when their appli
ability
riteria are ful�lled (this 
ontrasts 
alls by human users to external systems inintera
tive proof environments).We extended the approa
h from [BS01℄ in the 
ontext of our work to integratepartial proofs as results from the external reasoning systems into the overall proofas well as to store di�erent alternative subproofs simultaneously. Moreover, weextended Omega's graphi
al user interfa
e Loui to be able to display di�erentsubproofs of external reasoners as 
hoi
es for the user.TheMathweb system realises 
alls to external reasoners whi
h may be dis-tributed over the internet. In our most re
ent experiments we extensively testedthe new One-Mathweb system whi
h is based on a multi-broker ar
hite
ture.Ea
h broker has knowledge about its dire
tly a

essible reasoning systems, andalso about urls to other One-Mathweb brokers on the internet. For example,in our experiments the reasoning agents gained a

ess to the 
omputer alge-bra system Maple running in Saarbr�u
ken. For this we simply had to informthe Birmingham Mathweb broker (whi
h for li
ense reasons 
annot o�er aMaple servi
e lo
ally) about the existen
e and url of the Saarbr�u
ken broker.The Saarbr�u
ken broker then 
onne
ts the Birmingham broker (whi
h re
eivesand answers to the requests of the reasoning agents) with the Maple servi
e.Currently our system links up with the 
omputer algebra systems Maple andGap running in Saarbr�u
ken, and lo
ally with the higher-order theorem proversLeo and Tps, the �rst-order theorem prover Otter (employed also as our



propositional logi
 spe
ialist), and Sat
hmo (employed as a model generator).Mathweb is des
ribed in detail in [FHJ+99℄.On
e the rea
tive suggestion me
hanism dynami
ally updates and heuris-ti
ally sorts the list of suggestions, whi
h are 
ommands together with theirparti
ular parameter instantiations, it passes the list on to the sele
tor. Itsmain task is to automati
ally exe
ute the heuristi
ally preferred 
ommand, andhen
e, initiate an update of the proof data stru
ture. Furthermore, the sele
torstores the non-optimal, alternative 
ommand suggestions in a spe
ial store. Theinformation in this store is used when ba
ktra
king to a previous state in theproof data stru
ture be
omes ne
essary. Instead of a 
omplete initialisation therea
tive suggestion me
hanism is then simply initialised with the already 
om-puted ba
ktra
king information for the 
urrent proof 
ontext. Ba
ktra
king is
aused when the rea
tive layer produ
es no suggestions or when a user de�nedmaximal depth3 in the proof data stru
ture is rea
hed.The ba
ktra
k store maintains ba
ktra
king information for the proof datastru
ture. This information in
ludes representations of the suggestion 
omputa-tions that have been previously 
omputed but not exe
uted. Additionally thestore maintains the results of external system 
alls modulo their translation inthe 
ore natural dedu
tion 
al
ulus. That is, the immediate translation of exter-nal system results is also done by the rea
tive suggestion layer, and the resultsof these 
omputations are memorised for ba
ktra
king purposes as well. If thesystem or the user sele
ts to apply the result of an external system, the proofdata stru
ture is updated with the translated proof obje
t. Future work will in-
lude investigating whether the ba
ktra
k store should be merged with the proofdata stru
ture. The idea is that ea
h single node in a proof dire
tly maintainsits ba
ktra
king alternatives instead of using an indire
t maintenan
e via theba
ktra
king store.The tasks of the user interfa
e in our framework are:1. To visualise the 
urrent proof data stru
ture and to ease intera
tive proof
onstru
tion. For this purpose we employ Omega's graphi
al user interfa
eLoui [SHB+99℄.2. To dynami
ally present to the user the set of suggestions, whi
h pop upfrom the rea
tive layer to the user, and to provide support for analysingor exe
uting them. This is realised by stru
tured and dynami
ally updatedpop-up windows in Loui.3. To provide graphi
al support for analysing the results of external systems,that is, to display their results after translation/representation in the proofdata stru
ture. We a
hieve this by extending Loui so that it 
an swit
hbetween the global proof data stru
ture and lo
ally o�ered results by externalsystems.4. To support the user in intera
ting with the automated me
hanism and in
ustomising agent so
ieties at run-time.From an abstra
t perspe
tive, our system realises proof 
onstru
tion by goingthrough a 
y
le whi
h 
onsists of assessing the state of the proof sear
h pro
ess,3 Iterative deepening proof sear
h wrt. to the maximal depth is 
on
eptually feasiblebut not realised yet.



evaluating the progress, 
hoosing a promising dire
tion for further sear
h andredistributing the available resour
es a

ordingly. If the 
urrent sear
h dire
tionbe
omes in
reasingly less promising then ba
ktra
king to previous points in thesear
h spa
e is possible. Only su

essful or promising proof attempts are allowedto 
ontinue sear
hing for a proof. This pro
ess is repeated until a proof is found,or some other terminating 
ondition is rea
hed.3 ExperimentsIn this se
tion we report on experiments we 
ondu
ted with our system to demon-strate the usefulness of a 
exible 
ombination of di�erent spe
ialised reasoningsystems. Among others we examined di�erent problem 
lasses:1. Set examples whi
h demonstrate a 
ooperation between higher-order and�rst-order theorem provers. For instan
e, prove:8x; y; z (x = y [ z), (y � x ^ z � x ^ 8v (y � v ^ z � v)) (x � v)2. Set equations whose validity/invalidity is de
ided in an interplay of a natu-ral dedu
tion 
al
ulus with a propositional logi
 theorem prover and modelgenerator. For instan
e, prove or refute:(a) 8x; y; z (x [ y) \ z = (x \ z) [ (y \ z)(b) 8x; y; z (x [ y) \ z = (x [ z) \ (y [ z)3. Con
rete examples about sets over naturals where a 
ooperation with a
omputer algebra system is required. For instan
e (g
d and l
m stand forthe `greatest 
ommon divisor' and the `least 
ommon multiple'):fxjx > g
d(10; 8) ^ x < l
m(10; 8)g = fxjx < 40g \ fxjx > 2gThis set is represented by the lambda expression(�x x > g
d(10; 8) ^ x < l
m(10; 8)) = (�x x < 40) \ (�x x > 2)4. Examples from group theory and algebra for whi
h a goal dire
ted naturaldedu
tion proof sear
h is employed in 
ooperation with higher-order and�rst-order spe
ialists to prove equivalen
e and uniqueness statements. Theseare for instan
e of the form[9 Æ Group(G; Æ)℄, [9 ? Monoid(M;?) ^ Inverses(M;?; Unit(M;?))℄Here Group and Monoid refers to a de�nition of a group and a monoid,respe
tively. Inverses(M;?; Unit(M;?)) is a predi
ate stating that everyelement of M has an inverse element with respe
t to the operation ? andthe identity Unit(M;?). Unit(M;?) itself is a way to refer to that uniqueelement of M that has the identity property.We will sket
h in the following how the problem 
lasses are ta
kled in our systemin general and how the proofs of the 
on
rete examples work in parti
ular.3.1 Set examplesThe �rst type of examples is motivated by the short
omings of existing higher-order theorem provers in �rst-order reasoning. For our experiments we usedthe Leo system [BK98℄, a higher-order resolution prover, whi
h spe
ialises inextensionality reasoning and is parti
ularly su

essful in reasoning about sets.
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Fig. 2. Agent based 
ooperation between Leo and Otter.Initialised with a set problem Leo tries to apply extensionality reasoning ina goal dire
ted way. On an initial set of higher-order 
lauses, it often qui
klyderives a 
orresponding set of essentially �rst-order 
lauses.4 Depending on thenumber of generated �rst-order and other higher-order 
lauses Leo may getstu
k in its reasoning pro
ess, although the subset of �rst-order 
lauses 
ould beeasily refuted by a �rst-order spe
ialist.For our examples the 
ooperation between Leo and the �rst-order spe
ialistOtter works as depi
ted in Fig. 2. The initial problem representation in theproof data stru
ture is des
ribed in Part 1 of Fig. 2. The initialisation triggersthe agents of the rea
tive suggestion layer whi
h start their 
omputations inorder to produ
e suggestions for the next proof step.The agent working for Leo �rst 
he
ks if there is any information from theresour
e agent that indi
ates that Leo should stay passive. If not, it 
he
kswhether the goal C is suitable for Leo by testing if it is a higher-order problem.In 
ase the problem is higher-order the agent passes the initial problem 
onsistingof the goal C and the assumptions P1; : : : ; Pn to Leo. While working on theinput problem (as indi
ated by the shaded oval in Part 2 of Fig. 2) Leo derives(among others) various essentially �rst-order 
lauses (e.g., FO1 : : :FOn). Forthe parti
ular type of 
ooperation des
ribed here, it is important that after awhile this subset be
omes large enough to be independently refutable. If after
onsuming all the resour
es made available by the rea
tive suggestion layer Leostill fails to deliver a 
ompleted proof, it then o�ers a partial proof 
onsisting ofa subset of �rst-order and essentially �rst-order 
lauses (after translation intoprenex normal form, e.g., 8x FO01^ : : :^FO0n, where the FO0i are disjun
tions ofthe literals of FOi and x stands for the sequen
e of all free variables in the s
ope).In 
ase Leo's suggestion wins over the suggestions 
omputed by other agents,its partial result is represented in the proof data stru
ture and the rea
tivesuggestion me
hanism is immediately triggered again to 
ompute a suggestionfor the next possible proof step. Sin
e Leo's partial result is now the new subgoalof the partial proof, �rst-order agents, like the one working for Otter, 
an pi
kit up and ask Otter to prove it (see Part 3 of Fig. 2). If Otter signals a4 By essentially �rst-order we mean a 
lause set that 
an be ta
kled by �rst-ordermethods. It may still 
ontain higher-order variables, though.



su

essful proof attempt before 
onsuming all its given resour
es, its resolutionproof is passed to the natural dedu
tion translation module Tramp [Mei00℄,whi
h transforms it into a proper natural dedu
tion proof on an assertion level.5We experimented with 121 simple examples, that is, examples that 
an beautomati
ally proved by Leo alone. The results showed that the 
ommand exe
u-tion interval 
hosen by the sele
tor is 
ru
ial, sin
e it determines the 
omputationtime 
t made available to the external systems.{ If 
t is suÆ
iently high, then the problem is automati
ally proved by Leo(in 
ase of simple examples that 
an be solved by Leo alone).{ If 
t is not suÆ
ient for Leo to 
ome up with a proof, but still enough to pro-du
e a refutable subset of essentially �rst-order 
lauses, then a 
ooperativeproof is 
onstru
ted as des
ribed above.{ If 
t is not suÆ
ient to even guarantee a subset of refutable essentially �rst-order 
lauses, then the problem is ta
kled purely on natural dedu
tion level,however not ne
essarily su

essfully.We also solved several examples whi
h 
annot be solved with Leo alone. Oneof them is the 
on
rete example given above, whi
h, to our knowledge, 
annotbe easily solved by a single automated theorem prover. In our experiments,Leo alone ran out of memory for the above problem formulation, and Otteralone 
ould not �nd a proof after running 24 hours in auto mode on a �rst-order formulation of the problem. Of 
ourse, an appropriate reformulation of theproblem 
an make it simple for systems likeOtterto prove this new formulation.3.2 Set equationsThe se
ond type of set examples illustrates a 
ooperation between automatednatural dedu
tion agents, a propositional prover and a model generator. Theproofs follow a well-known set theoreti
 proof prin
iple: they are 
onstru
ted �rstby appli
ation of simple natural dedu
tion agents that redu
e the set equationsby applying set extensionality and de�nition expansion to a propositional logi
statement. This statement is then pi
ked up by an agent working for a propo-sitional logi
 prover (here we again use Otter en
apsulated in another agentshell with a slightly modi�ed appli
ability 
he
k and a di�erent representationtranslation approa
h) and a 
ounter-example agent whi
h employs Sat
hmo.The logi
 statement is then either proved or refuted. Thus, valid and invalidstatements are ta
kled analogously in all but the last step.In 
ase (2a) of our 
on
rete examples several 8I (universal quanti�
ationintrodu
tion in ba
kward reasoning) appli
ations introdu
e (a[b)\
 = (a\
)[(b\ 
) as new open subgoal. Set extensionality gives us 8u u 2 (a[ b)\ 
, u 2((a\ 
)[ (b\ 
)). A further 8I appli
ation and subsequent de�nition expansions(where a [ b := �z (z 2 a) _ (z 2 b), a \ b := �z (z 2 a) ^ (z 2 b), and u 2 a :=a(u)) redu
e this goal �nally to (a(d)_ b(d))^ 
(d) = (a(d)^ 
(d))_ (b(d)^ 
(d))5 While Tramp already supports the transformation of various ma
hine oriented �rst-order proof formats, further work will in
lude its extension to higher-order logi
, su
hthat also the proof step justi�ed in Fig. 2 with `LEO-derivation' 
an be properlyexpanded into a veri�able natural dedu
tion proof.



whi
h 
ontains no variables and whi
h is a trivial task for any propositionallogi
 prover. In 
ase (2b) we analogously derive (a(d) _ b(d)) ^ 
(d) = (a(d) _
(d)) ^ (b(d) _ 
(d)), but now a model generator agents presents the 
ounter-model a(d); b(d);:
(d). That is, it points to the set of all d su
h that d 2 a,d 2 b, but d =2 
. Hen
e, the model generator 
omes up with a 
ounter-exampleto the expression in (2b).We have experimented with an automati
ally and systemati
ally generatedtestbed 
onsisting of possible set equations involving \;[, set-minus operationsup to nesting depth of 5 in maximally 5 variables. We 
lassi�ed 10000 exampleswith our system dis
overing 988 
orre
t and 9012 false statements. Naturally,the 
orre
t statements are probably also solvable with the 
ooperation of Leoand Otter.3.3 Examples with 
omputer algebraThe next type of examples has 
ross-domain 
hara
ter and requires a 
ombi-nation of domain spe
i�
 systems. In order to ta
kle them we added a sim-pli�
ation agent whi
h links the 
omputer algebra system Maple to our 
oresystem. As an appli
ation 
ondition this agent 
he
ks whether the 
urrent sub-goal 
ontains 
ertain simpli�able expressions. If so, then it simpli�es the sub-goal by sending the simpli�able subterms (e.g., x > g
d(10; 8)) via Math-web to Maple and repla
es them with the 
orresponding simpli�ed terms(e.g., x > 40). Hen
e, the new subgoal suggested by the simpli�
ation agentis: (�x x > 2 ^ x < 40) = (�x x < 40) \ (�x x > 2). Sin
e no other agent
omes up with a better alternative, this suggestion is immediately sele
ted andexe
uted. Subsequently, the Leo agent su

essfully atta
ks the new goal afterexpanding the de�nition of \. We have su

essfully solved 50 problems of thegiven type and intend to generate a large testbed next.3.4 Group theory and algebra examplesThe group theory and algebra examples we examined are rather easy from amathemati
al viewpoint, however, 
an be
ome non-trivial when painstakinglyformalised. An example are proofs in whi
h parti
ular elements of one math-emati
al stru
ture have to be identi�ed by their properties and transferred totheir appropriate 
ounterparts in an enri
hed stru
ture. The equivalen
e state-ment given above in (4) where the unit element of the monoid has to be identi�edwith the appropriate element of the group are in this 
ategory. In higher-orderthis 
an be done most elegantly using the des
ription operator � (
f. [And72℄for des
ription in higher-order logi
s) by assigning to the element in the groupthe unique element in the monoid that has exa
tly the same properties. In the
ontext of our examples we employed des
ription to en
ode 
on
epts like the(unique) unit element of a group by a single term that lo
ally embodies the par-ti
ular properties of the en
oded 
on
ept itself. If properties of the unit elementare required in a proof then the des
ription operator has to be unfolded (byapplying a ta
ti
 in the system) and a uniqueness subproof has to 
arried out.



However, an open problem is to avoid unne
essary unfoldings of the des
riptionoperator as this may overwhelm the proof 
ontext with unneeded information.The idea of the proofs is to divide the problems into smaller 
hunks that
an be solved by automated theorems provers and if ne
essary to deal with for-mulae involving des
ription. The ND sear
h pro
edure implemented in Oantshas the task to su

essively simplify the given formulae by expanding de�ni-tions and applying ND inferen
es. After ea
h proof step the provers try to solvethe introdu
ed subproblems. If they all fail within the given time bound thesystem pro
eeds with the alternative ND inferen
es. The quanti�er rules intro-du
e Skolem variables and fun
tions when eliminating quanti�
ations. Theseare 
onstrained either by the appli
ation of a generalised Weaken rule, usinghigher-order uni�
ation, or by the su

essful solution of subproblems by oneof the provers, whi
h gives us the ne
essary instantiation. Problems involvinghigher-order variables (for whi
h real higher-order instantiations are required)
an generally not be solved (in this representation) by �rst-order provers. How-ever, on
e an appropriate instantiation for the variables has been 
omputed a�rst-order prover 
an be applied to solve the remaining subproblems. Substitu-tions for introdu
ed Skolem variables are added only as 
onstraints to the proof,whi
h 
an be ba
ktra
ked if ne
essary.When a point is rea
hed during the proof where neither appli
able rules norsolutions from the provers are available, but the des
ription operator still o

ursin the 
onsidered problem, two theorems are applied to eliminate des
ription.This results in generally very large formulae, whi
h 
an then again be ta
kledwith the ND rules and the theorem provers.In our experiments with algebra problems we have su

essfully solved 20examples of the des
ribed type.Our experiments show that the 
ooperation between di�erent kinds of reason-ing systems 
an fruitfully 
ombine their di�erent strengths and even out theirrespe
tive weaknesses. In parti
ular, we were able to su

essfully employ Leo'sextensionality reasoning with Otter's strength in refuting large sets of �rst-order 
lauses. Likewise, our distributed ar
hite
ture enables us to exploit the
omputational strength of Maple in our examples remotely over the internet.As parti
ularly demonstrated by the last example 
lass the strengths of externalsystems 
an be sensibly 
ombined with domain spe
i�
 ta
ti
s and methods, andnatural dedu
tion proof sear
h.Note that our approa
h does not only allow the 
ombination of heterogeneoussystems to prove a problem, but it also enables the use of systems with opposinggoals in the same framework. In our examples the theorem prover and the modelgenerator work in parallel to de
ide the validity of the 
urrent (propositional)goal.Although many of our examples deal with problems in set theory they alreadyshow that the 
ooperation of di�erently spe
ialised reasoning systems enhan
esthe strengths of automated reasoning. The results also en
ourage the appli
a-tion of our system to other areas in mathemati
s in the future. However, thereis a bottlene
k for obtaining large proofs, namely the translation between thedi�erent systems involved, in parti
ular, in the presen
e of large 
lause sets.



4 Dis
ussionOur work is related to bla
kboard and multi-agent systems in general, and toapproa
hes to distributed proof sear
h and agent-oriented theorem proving inparti
ular. Consequently, the list of related work is rather long and we 
an men-tion only some of it. We �rst summarise di�erent fa
ets of our approa
h whi
hwe then use to 
larify the di�eren
es to other approa
hes and to motivate oursystem design obje
tives. Our system:(1) aims to provide a 
ognitively adequate assistant tool to intera
tively and/orautomati
ally develop mathemati
al proofs;(2) supports intera
tion and automation simultaneously and integrates rea
tiveand deliberative proof sear
h;(3) maintains a global proof obje
t in an expressive higher-order language inwhi
h results of external systems 
an be represented;(4) employs tools as Loui [SHB+99℄ or P.rex [Fie01℄ to visualise and verbaliseproofs, i.e., 
ommuni
ate them on a human oriented representation layer;(5) 
ouples heterogeneous external systems with domain spe
i�
 ta
ti
s andmethods and natural dedu
tion proof sear
h; i.e., our notion of heterogene-ity 
omprises ma
hine oriented theorem proving as well as ta
ti
al theoremproving/proof planning, model generation, and symboli
 
omputation;(6) reuses existing reasoning systems and distributes them viaMathweb (In or-der to add a new system provided by Mathweb the user has to: a) providean abstra
t inferen
e step/
ommand modelling a 
all to the external rea-soner, b) de�ne the parameter agents working for it, and 
) (optional) adaptthe heuristi
 
riteria employed by the system to rank suggestions. Due tothe de
larative agent and heuristi
s spe
i�
ation framework these steps 
anbe performed at run time.);(7) supports 
ompetition (e.g., proof versus 
ountermodel sear
h) as well as
ooperation (e.g., ex
hange of partial results);(8) follows a skepti
al approa
h and generally assumes that results of exter-nal reasoning system are translated in the 
entral proof obje
t (by employ-ing transformation tools su
h as Tramp [Mei00℄) where they 
an be proof-
he
ked;(9) employs resour
e management te
hniques for guidan
e;(10) supports user adaptation by enabling users to spe
ify/modify their own 
on-�gurations of reasoning agents at run-time, and to add new domain spe
i�
ta
ti
s and methods when examining new mathemati
al problem domains;(11) stores interesting suboptimal suggestions in a ba
ktra
king sta
k and sup-ports ba
ktra
king to previously dismissed sear
h dire
tions;(12) supports parallelisation of reasoning pro
esses on di�erent layers: term-levelparallelisation is a
hieved by various parameter agents of the 
ommands/abstra
t inferen
es, inferen
e-level parallelisation is supported by the abilityto de�ne new powerful abstra
t inferen
es whi
h repla
e several low level in-feren
es by a single step (a feature inherited from the integrated ta
ti
al the-orem proving paradigm), and proof-sear
h-level parallelisation is supportedby the 
ompeting reasoning systems.



Taken individually none of the above ideas is 
ompletely new and for ea
hof these aspe
ts there exists related work in the literature. However, it is the
ombination of the above ideas that makes our proje
t unique and ambitious.A taxonomy of parallel and distributed (�rst-order) theorem proving systemsis given in [Bon01℄. As stated in (12), our approa
h addresses all three 
lassi-�
ation 
riteria introdu
ed there: parallelisation on term, inferen
e, and sear
hlevel. However, full or-parallelisation is not addressed in our approa
h yet. Thiswill be future work.A very related system is the Te
hs approa
h [DF99℄ whi
h realises a 
ooper-ation between a set of heterogeneous �rst-order theorem provers. Partial resultsin this approa
h are ex
hanged between the di�erent theorem provers in form of
lauses, and di�erent referees �lter the 
ommuni
ation at the sender and re
eiverside. This system 
learly demonstrates that the 
apabilities of the joint systemare bigger than those of the individual systems. Te
hs' notion of heterogeneoussystems, 
f. (5) above, however, is restri
ted to a �rst-order 
ontext only. Alsosymboli
 
omputation is not addressed.Te
hs [DF99℄ and its even less heteroge-neous prede
essors Teamwork [DK96℄ and Dis
ount [ADF95℄ are mu
h morema
hine oriented and less ambitious in the sense of aspe
ts (1){(4). However,the degree of ex
hanged information (single 
lauses) in all these approa
hes ishigher than in our 
entralised approa
h. Unlike in the above mentioned systems,our interest in 
ooperation, however, is in the �rst pla
e not at 
lause level, buton subproblem level, where the subproblem stru
ture is maintained by the 
en-tral natural dedu
tion proof obje
t. Future work in
ludes investigating to whatextend our approa
h 
an be de
entralised, for instan
e, in the sense of Te
hs,while preserving a 
entral global proof obje
t.In 
ontrast to many other approa
hes we are interested in a fully skepti
alapproa
h, 
f. (8) and the results of some external reasoners (e.g., for OtterTps, and partially for 
omputer algebra systems) 
an already be expanded andproof 
he
ked by translation in the 
ore natural dedu
tion 
al
ulus. However, forsome external systems (e.g., Leo) the respe
tive transformation tools still haveto be provided. While they are missing, the results of these system, modelled asabstra
t inferen
es in natural dedu
tion style, 
annot be expanded.Intera
tion and automation are addressed by the 
ombination of Ilf &Te
hs [DD98℄. With respe
t to aspe
ts (6){(12), espe
ially (10), there are vari-ous essential di�eren
es in our approa
h. The design obje
tives of our system arestrongly in
uen
ed by the idea to maintain a 
entral proof obje
t whi
h is ma-nipulated by the 
ooperating and 
ompeting reasoning agents, and mirrors theproof progress. This 
entral natural dedu
tion proof obje
t espe
ially eases userintera
tion on a human oriented layer, 
f. (3) and (4), and supports skepti
ismas des
ribed above. In some sense, external systems are modelled as new proofta
ti
s. Extending the ba
kground 
al
ulus and 
ommuni
ation between themis 
urrently only supported via the system of bla
kboards asso
iated with the
urrent fo
us of the 
entral proof obje
t. This relieves us from addressing logi
alissues in the 
ombination of reasoning systems at the proof sear
h layer. Theyare subordinated and only 
ome into play when establishing the soundness of
ontributions of external reasoners by expanding their results on natural dedu
-tion layer. A 
entralised approa
h has advantages in the sense that it keeps the



integration of n heterogeneous systems, with probably di�erent logi
al 
ontexts,simple and it only requires n di�erent proof (or result) transformation toolsto natural dedu
tion arguments. In parti
ular the overall proof 
onstru
tion is
ontrolled purely at the natural dedu
tion layer.However, experiments indi
ated that aside from these advantages, the bottle-ne
k of the system 
urrently is the ineÆ
ien
y in the 
ooperation of some externalsystems, espe
ially of homogeneous systems spe
ialised in resolution style prov-ing whi
h 
annot dire
tly 
ommuni
ate with ea
h other. Future work thereforein
ludes investigating whether the approa
h 
an be further de
entralised with-out giving up mu
h of the simpli
ity and transparen
y of the 
urrent 
entralisedapproa
h.With the 
entralisation idea, we adopted a bla
kboard ar
hite
ture and ourreasoning agents are knowledge sour
es of it. In the terminology of [Wei99℄ ourreasoning agents 
an be 
lassi�ed as rea
tive, autonomous, pro-a
tive, 
oop-erative and 
ompetitive, resour
e adapted, and distributed entities. They, forinstan
e, still la
k fully deliberative planning layers and so
ial abilities su
has means of expli
it negotiation (e.g., agent so
ieties are de�ned by the userin Oants and, as yet, not formed dynami
ally at run-time [BS01℄). In thissense, they are more 
losely related to the Hasp [NFAR82℄ or Poligon [Ri
89℄knowledge sour
es than to advan
ed layered agent ar
hite
tures like Inter-rap [M�ul97℄. However, in future developments a more de
entralised proof sear
hwill make it ne
essary to extend the agenthood aspe
ts in order to enable agentsto dynami
ally form 
lusters for 
ooperation and to negotiate about eÆ
ient
ommuni
ation languages.5 Con
lusionIn this paper we presented our agent-based reasoning system. Our framework isbased on 
on
urrent suggestion agents working for natural dedu
tion rules, ta
-ti
s, methods, and spe
ialised external reasoning systems. The suggestions by theagents are evaluated after they are translated into a uniform data representa-tion, and the most promising dire
tion is 
hosen for exe
ution. The alternativesare stored for ba
ktra
king. The system supports 
ustomisation and resour
eadapted and adaptive proof sear
h behaviour.The main motivation is to develop a powerful and extendible system forta
kling, for instan
e, 
ross domain examples, whi
h require a 
ombination ofreasoning te
hniques with strengths in individual domains. However, our moti-vation is not to outperform spe
ialised systems in their parti
ular ni
hes. Theagent paradigm was 
hosen to enable a more 
exible integration approa
h, andto over
ome some of the limitations of hardwired integrations (for instan
e, thebrittleness of traditional proof planning where external systems are typi
ally
alled within the body of proof methods and typi
ally do not 
ooperate very
exibly).A 
ognitive motivation for a 
exible integration framework presented in thispaper is given from the perspe
tive of mathemati
s and engineering. Dependingon the spe
i�
 nature of a 
hallenging problem, di�erent spe
ialists may haveto 
ooperate and bring in their expertise to fruitfully ta
kle a problem. Even



a single mathemati
ian possesses a large repertoire of often very spe
ialisedreasoning and problem solving te
hniques. But instead of applying them in a�xed stru
ture, a mathemati
ian uses own experien
e and intuition to 
exibly
ombine them in an appropriate way.The experien
e of the proje
t points to di�erent lines of future resear
h.Firstly, the agent approa
h o�ers an interesting framework for 
ombining auto-mated and intera
tive theorem proving on a user-oriented representation level(and in this sense it di�ers a lot from the mainly ma
hine-oriented related work).This approa
h 
an be further improved by developing a more distributed viewof proof 
onstru
tion and a dynami
 
on�guration of 
ooperating agents. Se
-ondly, in order to 
on
urrently follow di�erent lines of sear
h (or-parallelism), amore sophisti
ated resour
e handling should be added to the system. Thirdly,the 
ommuni
ation overhead for obtaining large proofs is the main performan
ebottlene
k. More eÆ
ient 
ommuni
ation fa
ilities between the di�erent systemsinvolved have to be developed. Contrasting the idea of having �lters as suggestedin [DF99℄ we also want to investigate whether in our 
ontext (expressive higher-order language) abstra
tion te
hniques 
an be employed to 
ompress the ex-
hanged information (humans do not ex
hange 
lauses) during the 
onstru
tionof proofs.Further future work in
ludes improving several te
hni
al aspe
ts of the 
ur-rent Omega environment and the prototype implementation of our system thathave been un
overed during our experiments. We would also like to test thesystem in a real multi-pro
essor environment, where even the agent-shells forexternal reasoners 
an be physi
ally distributed { 
urrently, the agent-shells,whi
h are lo
al, make indire
t 
alls (via Mathweb) to the external systems.Furthermore, we will integrate additional systems and provide further repre-sentation translation pa
kages. The agents' self-monitoring and self-evaluation
riteria, and the system's resour
e adjustment 
apabilities will be improved inthe future. We would also like to employ 
ounter-example agents as indi
atorsfor early ba
ktra
king. Finally, we need to examine whether our system 
ouldbene�t from a dynami
 agent grouping approa
h as des
ribed in [FW95℄, or froman integration of proof 
riti
s as dis
ussed in [IB95℄.A
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