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ABSTRACT 
The trend in existing networked applications has been to isolate 
the application from the network. However, such an approach 
antagonizes the users of virtual environments and online games 
who acknowledge the existence of the network and attribute to it 
any disruptions to their sense of enjoyment. This paper presents a 
novel approach to the impact of degraded network performance 
on people's experience of virtual environments and online games. 
Contrary to the customary approach, rather than hiding the state of 
the network, the application monitors its state to determine a set of 
global and local properties that are used to manipulate visual 
aspects of the displayed scene -Perceptual Network Metaphors 
(PNM). 
With PNMs representing the current state of the network, the idea 
is that it may be possible to influence people's expectations and 
behavior, in similar way that in everyday life people naturally 
change their behavior according to the weather. This approach 
brings the user into the end-to-end argument, thus complementing 
the existing network compensation techniques.  
1 INTRODUCTION  
The World Wide Web (WWW or Web) continues to be the 
prominent source for generating network traffic [arlitt] on the 
Internet. The communication architecture is based on the 
client/server model, where the clients provide users with a 
window for visualizing the data residing on multiple remote 
servers geographically distributed. The entire repository of data is 
structured as hypertext, where a document has embedded within 
various elements. The client application is required to request the 
elements from their remote sources and integrating them together 
on the local host, ultimately presenting to the user with a 
webpage. The request/response protocol requires TCP as its 
transport protocol. Whilst the Addictive Increase Multiple 
Decrease (AIMD) mechanisms of the protocol are largely 
responsible for the relative stability of the Internet, despite its 
growth, the application is successfully isolated from the network 
without any understanding of its state at any particular instance. 
Consequently, the application is oblivious to the problems that 
may afflict the response time associated in the retrieval of data, 
which in turn leaves the user wondering what may have occurred 
to stall the application. Current browsing client applications 
provide some means of conveying the user some primitive visual 
feedback in the form of an hourglass or time progress bar. Both 
approaches do not operate upon the actual state of the network but 
rather on the amount of bytes of particular resource remains to be 
retrieved. 
The primitive visual feedback mechanism suffices for the WWW, 
where the interaction paradigm of browse/request/retrieve closely 

resembles the underlying communication infrastructure. However, 
a new genre of networked applications, namely online games and 
virtual environments, has emerged and experience increased 
popularity. These applications have more complex interaction 
paradigms coupled with the fundamental requirement of real-time 
interactivity. In this case, the users are less accommodating to 
problems experienced on the network and the impact on their 
experience whilst interacting with the application. To support this 
claim a small online survey [url] was carried out aiming for the 
user population that played First Player Shooters (FPS) such as 
Half Life [hl], and Massive Online Role Playing Games 
(MORPG) such as Everquest [eq]. The online survey was 
designed with 23 questions addressing issues of feeling immersed 
in an alternate reality, sharing the virtual space with other people 
and the perception regarding the network impact upon the 
application. The results1 demonstrate that the users from the 
gaming community, unlike with web browsing, have acquired 
some fundamental understanding of the network and attribute 
most of the disruptions in their enjoyment to some problem that 
may be afflicting the network at the time. Evidently, the network 
mechanisms to accommodate and smooth the impact of network 
problems are not entirely successful and a new paradigm is 
required to avoid the disruptions experienced by users. 
This paper presents a new paradigm addressing the 
aforementioned shortcomings of existing real-time networked 
applications, namely online games and virtual environments. 
Analogous to the case of network modeling, where the traditional 
approaches have been erroneous due to the traffic being self-
similar [Paxson], it is necessary to involve the end-user in the 
model [Crovella, Feldman]. Our approach consists of employing 
metaphors to circumvent many of the problems caused by 
network problems in either virtual environments or online games, 
namely delay. The fundamental idea of this work is that 
information, embedded as a natural part of the virtual 
environment, is made visible to users, indicating the local and 
global state of network performance.  
In everyday life people naturally modify their behavior in 
response to environmental factors such as the weather. When it is 
raining people do not play outdoor tennis, and do carry umbrellas. 
When it is foggy people drive more carefully and attempt to signal 
their own position to others in an attempt to improve safety. 
Likewise, poor network conditions can be indicated by, for 
example, changing the virtual ‘weather’ in the virtual 

                                                                 
1 The questionnaire used for the online survey and a table 

summarizing the 193 responses may be encountered in 
Appendix 



environment. Rain in cyberspace, for example, may mean that 
network conditions are bad. User expectations and behavior are 
naturally modified, without necessarily impacting the overall 
sense of presence within the environment. 
The next section will briefly describe the disparity between the 
spatiality of a virtual environment and the underlying network 
infrastructure. When presenting the network QoS cyclic model, 
some of the most popular network techniques used by both virtual 
environment and online games will be presented. The Perceptual 
Network Metaphors section presents the core concepts of the 
novel approach, supported by some descriptive examples. The 
following section describes the main blocks of the conceptual 
framework of the metaphor functionality. Finally, some 
concluding remarks are given along with necessary future work to 
validate the effectiveness of particular metaphors with end-users.   
2 VIRTUAL ENVIRONMENTS 
In virtual environments and online games, the world along with 
all its entities is contained within a database that is shared 
amongst all the participants. To create the illusion of shared 
virtual space, this database must be perceptually consistent across 
all the users. Therefore, any update to the database, such as a user 
moving, must be disseminated to all the users.  
One of the focal requirements of a virtual environment is to 
provide and maintain the illusion of real-time interactivity, 
without any disruptions occurring. The fulfillment of this 
requirement is constrained by how fast information travels along 
the underlying network supporting a virtual environment. 
Unfortunately, the physical distance of the network route does not 
correlate to any spatial relationship within the virtual 
environment, which is what represents the perceived reality. This 
may result in serious problems that ultimately disrupt the sense of 
presence [4] and co-presence [25] of a person. 
When considering social interaction between avatars in a virtual 
environment, it is expected that the information dissemination is 
nearly instantaneous because of the small distance between the 
stimulus and receiver. However, as pointed out in [9], this is not 
the case when the clients are located on exact opposite earth 
locations (22417.5km): the events thus generated will have a 
latency of 100ms, albeit the propagation speed (2x105km/s) being 
close to the speed of light (3x105 km/s). Evidently, this is an 
optimistic scenario of a single optical fiber connecting both 
remote sites, but in reality there are a series of interconnecting 
sub-networks that add to the overall delay. This amount of latency 
may become perceivable by the users, if a particular threshold is 
exceeded [1].  
The impact that the network may have on the experience of the 
users while immersed in the virtual environment has been widely 
recognized [7, 17, 18, 21, 30]. Within the Internet Engineering 
Task Force (IETF), there has been an earnest effort [6] to improve 
the current best effort given by the Internet by extending the 
current service model to provide Guaranteed Service [27] and 
Controlled Load [34].  
Should the virtual environment be of reduced dimensions with 
few participants, analogous to the scenario of a videoconference, 
it is possible to benefit from the allocation of differentiated 
services [Yu]. However, with large scale virtual environments 
involving multiple participants, the mechanisms involved to 
reserve resources on the network, such Resource reSerVation 
Protocol (RSVP) [33], are not suitable for the volatile nature of 
application due to the overhead of resource negotiation. 

3 NETWORK QOS CYCLIC MODEL  
The current trend in virtual environment has been to compensate 
and shield the user from the state of the network. At any given 
instance, the application determines the Quality of Service (QoS) 
that is available from the network and may adapt if any 
mechanism exists. This ongoing negotiation process is known as 
the Network QoS Cyclic Model and is illustrated in Fig. 1. The 
user at any instance is left unaware of the state of the network. 

 
Fig. 1 - Standard network QoS cyclic model 

In [8], network resources are reserved in advance to accommodate 
the QoS requirements of the virtual environment system. This is 
done statically at the beginning of the session, which implies that 
resource management is non-realistic for virtual environment due 
to its ever-changing nature.  
Due to the overhead of the integrated service model [6], most of 
the virtual environment systems and online games have adopted 
the approach of using network compensation techniques, of which 
some of the most popular of which are summarized in the 
following subsections. 
3.1 Dead Reckoning 
With the exception of audio/video streams, the movement updates 
of a user, while navigating around the virtual environment, 
probably constitute the majority of the data traffic generated by 
the application. Considering that the updates are ever changing, 
the focus is on interactivity rather than causality. So the approach 
is to have state regeneration where state updates are generated at a 
given sample rate. The problem of an update loss by the network 
is rectified by the fact that the following update renders it 
obsolete. 
The problem with state regeneration is that the traffic generated 
may be considerable, as the initial version of the Doom [22] 
game demonstrated. The adopted solution was to disseminate one 
packet per keystroke, which quickly inundates the local network. 
The solution to reducing the sample rate is to use dead reckoning, 
where every client predicts via a simulation model the next 
position of the remote clients. The simulation is synchronized 
with the actual position by receiving a sample or a correction 
update.  
The problem with dead reckoning is determining the balance 
between sample rate and traffic generated. If the sample rate is 
low, then inconsistencies may occur [19]. The impact of these 
inconsistencies may be countered by resorting to convergence 
techniques [28], but these have a perceptual threshold, beyond 
which it becomes evident to the user that something is wrong. 
Dead reckoning addresses the problem of packet loss and 
throughput. 
3.2 Client Prediction 
There exists a wide range of infrastructure architectures to support 
a virtual environment. Each approach has its advantages and 
disadvantages. The core idea is that all the processing of the world 
is done at the server based upon the updates received from clients. 
In turn, the server then communicates to all the clients their state. 
Although client/server architectures enforce consistency due to 



the central nature of the database, they also introduce additional 
latency that may be detrimental for real-time interactivity.  
Current online games have countered the problem by delegating 
some of the processing to the client by means of Client Prediction 
[2] techniques. These methods are based on the assumption that 
the client may proceed with an operation because the server will 
most likely validate it. If this is not the case then the server will 
inform the client and it will have to do a rollback. 
In distributed architectures, client prediction may be used to 
determine lock ownership transfer [35]. The core objective of 
client prediction is to counter the impact of latency. 
3.3 Buffering 
The objective of a virtual environment is to convey the illusion of 
sharing the same space amongst multiple participants. This 
implies that events should seem to occur at the same time across 
all the clients involved. Considering the speed propagation of the 
network and the disparity with spatial proximity, obtaining 
instantaneous dissemination is not feasible. 
A technique [12] that ameliorates the effects of latency is based 
on a time buffer processing mechanism. Each element of the 
buffer corresponds to an interval of time when all events are 
processed. Naturally, this implies that all clients are synchronized 
according to the same clock. 
The essence of the approach is to avoid immediately processing 
the local events and to add an artificial delay similar to the latency 
that remote clients will experience when receiving the event. This 
is feasible so long as the artificial delay introduced does not 
reduce the perceived responsiveness of the user interface.  
In [21], it was shown that users could adapt to latency provided 
that it remained consistent. With buffering it is possible to reduce 
the effects of latency variance. 
Buffering addresses latency and its variance on the network. 
3.4 Time Distortion 
In a virtual environment, each user has the illusion that their 
reference for time is absolute, with everything else happening in 
accordance to it. Being able to maintain this impression will 
reinforce the user’s sense of presence.  
There exist several techniques that exploit the notion of time by 
either expansion or contraction as deemed necessary. A simple 
example may be found in the 2D ping-pong game involving two 
users confined to a rectangle field. The objective is to score a 
point by dispatching a ball beyond the opponent’s defences. Each 
user controls a paddle and tries to hit the ball back across the field 
towards the opponent. Although the trajectory of the ball is 
deterministic according to physics, determining its exact position 
in time taking into account two different reference points is non-
trivial. This is due to the existence of network latency. A possible 
solution [16] is to render the ball in real-time according to the user 
that will interact with it while simulating it with a certain delay for 
the other user. The roles reverse once a user hits the ball back 
across the field. 
The ping-pong scenario works due to the fact that only two users 
are involved and constrained in their movements to a well-defined 
path. In a virtual environment, it is not feasible to constrain the 
user in similar fashion, thus the need for generalization [24, 26] 
based on relativity. However, current research has focused on 
small sized user groups with a controlled network environment. 
Another way of distorting time is by making consistency roll 
backs [31] in the virtual environment database to a well-known 
synchronization point whenever inconsistencies arise due to 

latency problems. However, this approach results in disconcerting 
experiences to the users as the Half-Life [15] game clearly 
demonstrates by the coined term of “shooting around the corner” 
[2]. This phenomenon typically occurs when clients have 
disparate latency times. The usual example is when a user scores a 
hit on another one whose client experiences much lower network 
latency. This results in the victim having the impression of being 
shot even though they were already around the corner. This 
situation occurs because the firing event is received with 
sufficient delay for the target user to have moved elsewhere. 
With time distortion it is possible to address the impact latency 
may have in the consistent perspective between different 
participants. 
4 PERCEPTUAL NETWORK METAPHORS  
While network compensation techniques will always be a 
necessary and useful part of a system, every technique has 
operational thresholds beyond which the detrimental effects of the 
network have an impact on the user. These problems arise because 
the user has been shielded from the effects of the network. The 
break in their cognitive perceptual model occurs because 
something unexpected occurs that cannot be easily explained with 
the information available. The problem is aggravated in a 
distributed application where the users share a common 
experience, because the incident is not isolated to a single user 
and ripples across the other users. 
In [Bouch], a study carried out tried to assess the users’ perception 
of QoS when interacting with commercial websites. Although the 
target application was online shopping, the results may be 
applicable to other application domains, including virtual 
environments. The results demonstrate a more favorable response 
from users when a better understanding of the network state is 
conveyed explicitly in some form.  
In virtual environment, a preliminary study [30] was carried out to 
evaluate the behavior of users when playing a simple 2- player 
ball game in the presence of various degrees of network delay. 
The result of the study demonstrated that users not only perceive 
the network delay beyond a given threshold, but also develop and 
adopt behaviors aimed at compensating the problems encountered. 
These results were used to implement a visual widget that 
consisted of a wire-framed volume that encompassed an avatar 
experiencing network delays [14]. The assessment of the current 
delay was visually displayed as a sliding bar on top of the volume. 
A more focused study [11] was carried out to investigate the use 
of visual cues to provide information regarding the impact of 
network latency. The virtual environment would explicitly convey 
the user with state of lock ownership acquisition. The approach 
consisted of allowing people to manipulate replicas of the original 
object until ownership resolution was achieved. Once the owner 
was known, the respective object would become solid and all 
other instances would fade. So a user would be allowed maximum 
responsiveness, but with the knowledge that their manipulation 
may not affect the actual object. 
In all of the above [5, 11, 14, 30], the aim is to involve the user in 
the enhanced Network QoS Cyclic Model, as illustrated in Fig. 2.  

 
Fig. 2 - Enhanced network QoS cyclic model 



This approach provides the user with further information that 
allows them to extend their conceptual perception of the virtual 
environment. Therefore, when serious problems occur in the 
network and the network compensation techniques fail, the user 
will be able to adapt.  
Considering the importance of sense of presence and associated 
co-presence within a shared virtual environment, it is fundamental 
that the presentation of relevant information be done in the least 
intrusive fashion possible. Thus this paper proposes the use of 
Perceptual Network Metaphors (PNM)s, which are seamlessly 
integrated into the context of the virtual environment such that the 
user does not distinguish that the underlying system is conveying 
network data.  
Fig. 3 illustrates the taxonomy of the various actors, roles and 
relationships within a virtual environment using PNM. These 
notions will be used throughout the remainder of the paper. 
Each PNM embodies the relationship between a host and the 
underlying network. However, from the perspective of a particular 
client there are two main types of perceived relationships: 

Global Perceptual Network Metaphor (GPNM). These 
PNMs embody the relationship between the local host and 
the network. 
Entity Perceptual Network Metaphor (EPNM). These 
metaphors represent how the local host perceives the remote 
hosts’ network connectivity.  

Both GPNM and EPNM will be described in further detail in the 
next subsections. 

 
Fig. 3 - Taxonomy of roles and relationships within a virtual 

environment.  
A) The user joins a virtual environment and is alone. B) 

Another remote user joins the virtual environment in same 
area. C) The clients communicate with the server to validate 

their perceived state of the network. 

In Fig. 3, a functional step-by-step depiction is given from the 
perspective of a particular user: 
(A) The user enters the virtual environment and while they 

remain the only existing entity within a particular region, all 
the PNMs are deactivated (both GPNM and EPNM).  

(B) When another remote user enters the same region, the local 
host activates a dedicated EPNM to monitor the network 
conditions experienced by the remote host. If the remote user 
leaves the region, then the associated EPNM is removed.  

(C) Each local host assesses its relationship to the network by 
correlating the data from all the associated PNMs to remote 
hosts. However, this information requires validation by 
querying the virtual environment server (or any other 
network element that may provide the necessary response).   

One could dispute the need for EPNMs, since it may be sufficient 
to have a single global metaphor shared amongst all the users 
within close spatial proximity of each other. However, the nature 
of the network forestalls any attempts at triangulation during the 
duration of a session, since the Internet path properties are not 
associative, commutative or transitive in nature. Also there is 
rarely symmetry in paths between two hosts, so even then it would 
be difficult to have a metaphor mechanism that portrayed the state 
of the network. 
4.1 Entity Perceptual Network Metaphor 
For every remote entity that is a source of data traffic, there 
should be at least one associated Entity Perceptual Network 
Metaphor (EPNM).  
A particular EPNM is triggered whenever the local host perceives 
that the associated remote entity is experiencing network 
problems. The particular response of the metaphor depends upon 
the nature of its implementation. 
The design of an EPNM should take into account the particular 
context of the virtual environment, thus enabling the user to react 
accordingly.  
4.1.1 Probabilistic EPNM 
This EPNM is based upon the Heisenberg uncertainty principle 
from quantum mechanics [32], where the exact position of a 
remote entity is not known at every instance because of network 
problems.  
The core of the metaphor is a probability model that produces 
small number of mirror images of the remote entity constrained to 
an area centered on the last known position. Associated to each 
image is a density function that reflects the likelihood of where 
the next position of the entity will be. This will allow the local 
user to make the necessary assumptions and act accordingly. 
The typical application of the EPNM is any virtual environment 
where it is imperative to know the exact location of entities, such 
as First Player Shooters (e.g.: Quake [22] and Half-Life [15]). 
4.1.2 Breaking Up EPNM 
This EPNM builds upon the culture of mobile phones of loosing 
speech coherency when a person experiencing bad connectivity. 
This phenomenon has been commonly labeled as “breaking up”. 
The metaphor affects the consistency of the remote entity. As 
network problems are experienced, the visual representation of the 
entity is dismantled.  
The typical application of the EPNM is Collaborative Virtual 
Environments (CVE) [10], where the focus is on social 
interaction. The triggering of the metaphor should prompt the 
local user to be more socially accommodating of disruptions or 
communication difficulties experienced by the remote entity.   
4.2 Global Perceptual Network Metaphor 
The other relationship to consider is between the actual local host 
and the network. This metaphor affects the user’s interaction with 
the virtual environment itself, not just a set of remote entities. 
Taking into account its encompassing nature, this class of 
metaphors is designated Global Perceptual Network Metaphors 
(GPNM). 



A GPNM is triggered whenever the local host detects that it is 
experiencing network problems.  
There may be either a single GPNM, which incorporates the state 
of the network, or several GPNMs with each associated to a single 
characteristic of the network. 
The aim of GPNM is not merely to inform the user of the network 
state, but also to constrain their area of interaction within the 
virtual environment. The consistency requirements beyond the 
sphere of influence of the user may be relaxed, considering that 
the user may not interact. This allows for the application to easily 
accommodate the lower QoS provided by the network without 
degrading the immersive experience of the user. 
4.2.1 Weather GPNM 
In ancient civilizations, the weather was always seen as the 
medium that the gods would use to disclose their feelings, ranging 
from contentment to anger. Although this perception no longer 
holds true, the various connotations of the weather still remain to 
this day. Thunderstorms and rain are foreboding, while sunshine 
with clear skies is auspicious.  
Taking advantage of this common association, the Weather 
GPNM associates bad weather with poor network conditions and 
good weather with optimal state. 
The more severe the network problems, the worse the weather 
becomes, reducing the area of interaction of the user. 
This GPNM is of generic use and may be applied to any 
application where the virtual environment is open space rather 
than an enclosed environment. 
4.2.2 Light GPNM 
Similar to the weather, light (or the absence of it) has similar 
cognitive connotations. Thus, the lack of light or dark shadows 
denotes a somber and dread mood. 
The Light GPNM uses the intensity of light to reflect the network 
state. As problems are experienced and intensified, the metaphor 
starts reducing the ambient lighting. This will leave the virtual 
environment with pronounced shadows, which reduces the 
visibility of the user and consequently their area of interaction. 
This GPNM is also of generic use but more oriented to 
applications with virtual environment that are based on enclosed 
environments rather than open spaces. 
5 METAPHOR OPERATIONAL MODEL  
The overall operational model of the metaphors is summarized in 
Fig. 4. The diagram represents the model from the perspective of 
a particular local host. 

 
Fig. 4 - Overview of the metaphor operational model 

The block diagram presents the three main types of building 
blocks that are involved, along with their relationships. In an 
application, there is no restriction on the number of PNM that may 
be operational. As illustrated, each remote entity may have 
associated to it one or more EPNMs. In similar fashion, there may 
be one or more GPNMs active for the local host. 
This section focuses on how providing an overview of how PNM 
work, while the following two sections aid in consolidating the 
thoughts and understanding by discussing the PNM Manager and 
a sample prototype application. 
5.1 Network Model 
As illustrated, each entity and the local host have an instance of a 
Network Model, which may all be different from one another in 
the extreme case.  
The network model is a simplified model of the underlying 
network, mapping its current state with a tuple of variables. This 
model may either represent the local network state or the 
perceived network state experienced by a remote host. 
Each variable represents a network property and their number 
varies depending on how detailed the particular model is. 
Although it is possible to have a different network model per 
entity, in most cases the set of variables will remain the same even 
if independent instances of the model may exist. Normally, most 
network models will be a variant of the following tuple (Delay, 
Loss, Throughput, Jitter). This information is normally available 
within most network protocols, thus overhead may be avoided if 
necessary. 
5.1.1 Delay 
The delay denotes the overall latency experienced on the network. 
The information provided by the network model is of qualitative 
nature and represents the variance of the actual delay of the data. 
5.1.2 Loss 
The loss conveys the information regarding the amount of data 
that is being lost and which never arrives at the various 
destinations.  
The type of data strongly determines its robustness to the 
existence of loss. The usage of reliability mechanisms may 
counter the existence of loss by resending the lost data again. 
However this introduces more delay, which does not fulfill the 
real-time requirements of a virtual environment.  
Even when not considering reliability mechanisms, congestion 
always introduces additional delay due to the requirement of 
application data flows to be TCP-friendly as to avoid a congestion 
collapse in the network [13]. This means that any application must 
reduce its transmission rate until the network seems to have 
recovered from the congestion state. 
5.1.3 Throughtput 
The throughput denotes the rate of the data traffic being sent on 
the network and correlates to the congestion experienced in the 
network. When congestion occurs, it is necessary for applications 
to reduce their throughput and wait until the network has 
recovered. Thus throughput varies according to the available 
bandwidth. 
The reduction of throughput means that the source is not sending 
data at the established sampling rate. This leads remote hosts to 
extrapolate state from less data, which may lead to 
inconsistencies. 



5.1.4 Jitter 
The variance in latency is known as jitter. This property affects 
the smoothing mechanisms that exist to accommodate the data 
that is arriving erratically. 
When the jitter exceeds the threshold permissible by the 
compensating mechanisms, it is difficult for end-users to assess 
the state of the network and to adapt to it. In the case of using 
audio/video streams, the existence of jitter disrupts 
communication to the point of rendering it incomprehensible [23]. 
In the case of virtual environments it may invoke motion sickness 
and causes lapses in consistency of the environment. 
5.2 Metaphor 
The Metaphor block exists for every PNM, independently of its 
class being either Entity or Global. This block may be analyzed 
further according to the diagram in Fig. 5. 

 
Fig. 5 - Internal metaphor operation 

5.2.1 Pre-conditions 
The network model will contain a current assessment of the 
network state, however this does not imply that the metaphors 
should always produce responses. The volatile nature of the 
network, where the pattern of data traffic is mostly in bursts, 
requires some filtering and smoothing.  
The role of the Pre-Conditions block is to only trigger the 
metaphor when a specific criterion is matched. This permits for 
metaphors to be associated to a common Network Model, where 
customization may be achieved by applying combinatorial or 
filtering operations to the associated tuple. 
5.2.2 Logic 
The Logic corresponds to the actual model of the metaphor, 
determining its operation. The actual model may vary and 
depends on the application, ranging from probability to keeping 
track of past states. Considering the highly customized nature of 
the logic, it is most likely that it will be tightly coupled with the 
Response block. 
5.2.3 Response 
The response triggers all the associated Actuators, passing the 
appropriate parameters as necessary. This design decouples the 
metaphor from the Actuator, thereby permitting Actuators to be 
shared across several metaphors. Another advantage of this 
approach is the possibility of having complex responses by the 
response of a metaphor activating several Actuators rather than a 
single one. 
5.3 Actuator 
The actuator block is responsible for providing the actual 
feedback of the metaphor to the end user. The actual form of the 
feedback may be targeted to affect any of the five human senses. 
There is one actuator per response, but it is possible to combine 
different actuators to achieve a concerted response triggered by 
the same metaphor. 
The activation of an actuator is done by the mere invocation of its 
interface, which may contain zero or more parameters. It is 
convenient to make the interface as generic as possible, to 
facilitate reusability of the actuator with different metaphors.  
In Mayhem [20], the actuators were either absent of parameters or 
included a single parameter to denote the intensity of the 

response. Although not used, another parameter foreseen is the 
frequency for responses with periodic behavior. 
6 CONCLUSIONS AND FUTURE WORK 
Although not widely recognized, the end-users of today are 
increasingly more aware of the role of the network in multi-user 
applications over the Internet. The analysis of a survey [29], 
targeted to online game players, strongly suggests that users are 
aware of the impact of the network and would like to have more 
information of its state. This result has been found in small 
experimental studies [5, 30].  
The use of Perceptual Network Metaphors (PNM) will provide 
user information regarding the network state, but in an integrated 
fashion so as not to detract from their experience. At the moment, 
the metaphors have been implemented as a component framework 
within the Mayhem project. A simple 2D MORPG game engine 
was implemented to demonstrate the operation and functionality 
of the metaphors. The next development stage will consist of 
developing Actuators for 3D rendering and to implement more 
engaging visual metaphors.  
The usage of PNMs should allow the user to integrate into their 
perceptual model the notion that within a virtual environment the 
propagation delay of information is constrained by a distance that 
correlates the virtual spatial one with the actual network topology. 
The next stage will involve an extensive user trial to evaluate the 
perceived impact of network state on users’ experience with and 
without the use of PNM. 
Although the metaphors discussed and actually implemented are 
targeted to the visual senses, it is possible to associate an Actuator 
to any human sense, ranging from haptic to auditory. Part of the 
future work is the study of alternate forms of Actuators, targeting 
different human senses. 
This paper has presented the PNM as a mechanism to explicitly 
present to the user the current state of the network. Whenever the 
network experiences limitations that ultimately may affect the 
experience of the user’s mutual interaction, the metaphors are 
activated and reflect the intensity of those limitations. However, 
the metaphors do not necessarily need to be tightly coupled solely 
with network conditions, for hardware and software limitations of 
the hosts could equally contribute to the metaphors. 
Most of the stuff could be discerned from the current network 
mechanisms to counter congestion or any other with monitoring 
mechanisms.  
Talk about the use of policy in the case of two solutions. One is 
the use of metaphors. Best effort replies on the application of the 
metaphors and social understanding, the use of policies enforce 
social structuring. 
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7 APPENDIX  
7.1 APENDIX A 
The questionnaire used for the online survey is based on 23 
questions with responses being scaled from one to seven. The 
intention was not to obtain quantitative replies from the 
respondents, but rather their qualitative perception regarding the 
issue being addressed in the question. 



1. For how long have you played online games? 
2. On average, how many hours a week do you play online 

games? 
3. How much do games influence your purchases of new 

computer hardware? 
4. Overall, how proficient are you as a player? 
5. When you are playing a game, to what extent are you aware 

of your surroundings (i.e.: world outside the computer)? 
6. How much do you have a sense of being in the game world? 
7. Do you have a sense of being in the same space with other 

players? 
8. How often do you notice disruptions in the game (excluding 

external disruptions such as telephone, people interrupting, 
etc)? 

9. What proportion of game disruptions do you think are due 
to network problems as opposed to software problems? 

10. How annoying are game disturbances that result from 
network problems? 

11. Do you become more aware of your physical surroundings 
when network problems occur? 

12. Do network problems disrupt your sense of being in the 
same space with other players? 

13. When you abandon a game, how often are network 
problems the main cause? 

14. How significant are ping times in choosing a game server? 
15. How annoying is it when you have a much higher ping time 

than other players? 
16. How often do you check your ping time (status) during a 

game? 

17. Do you prefer servers where everyone has similar ping 
times to you? 

18. How often do you play games with people you already 
know? 

19. How often do you meet new players in games and play with 
them in future sessions? 

20. Can you adjust your game play in the presence of network 
problems? 

21. Does learning to anticipate network problems affect your 
game play? 

22. When network problems occur, how would you prefer to 
know about them? 

23. Would you be willing to pay (even a small amount) for a 
service that reduced network problems in games? 

 
7.2 APENDIX B 
The following table summarizes the 193 responses obtained from 
the online survey conducted through the period of three months 
between September-November 2001. A seven scale response was 
used to accommodate the range from a weak to strong response. 

 
 

 
 
 
 


