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1. Executive Summary 
 

This deliverable seeks to provide an Internet Science Survey. Since “Internet Science” is still more of 
an ultimate goal of this NoE than “a reality”, this survey aims at presenting the different and usually 
unsynchronized efforts to study and understand Internet from different perspectives and disciplines. In 
this way it will serve as an important starting point to on one hand provide a cohesive view of the 
Internet research and on the other hand motivate and enable research towards making Internet a 
unifying discipline that although borrows some of its principles from other well-established sciences, 
has also its own particular fundamental laws and principles, similar to any other empirical science. 
Towards these goals, this deliverable presents the major Internet research drives that have been 
pursued so far, while next version, i.e., D13.2 related to the Roadmap of Internet Science will provide 
the future directions of Internet Science Research based on this study and the findings of this NoE. 
 
The organisation of the deliverable is based on the evidence that Network Science and Web Science 
consist the two major Internet research drives followed by more recent research interest on (i) 
investigating how the Internet can support sustainability at planetary scale, (ii) how to deal with the 
new privacy and security issues brought up by the penetrating to Internet technologies, like cloud 
computing, sensor networks and Internet of things, and (iii) the various legislation and standardisation 
issues arisen as the Internet evolves. 
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2. Introduction  
 

Human history has been shaped by networks: biological networks transferring enzymes and 
connecting cell elements; road networks transporting not only goods but culture; cultural networks, 
where information is elaborated among groups of people and transferred from generation to 
generation; economic networks (distribution networks, stock markets, etc.) where goods, services and 
information are exchanged in order to coordinate production, satisfy needs and generate (or 
appropriate) wealth; the power grid (among the most extensive man-made networks), which caters for 
the generation, transport and distribution of electric power. The Internet is just a newcomer in this long 
sequence of networks, with some quite special features though. 
 
The emergence of the Internet as a new technology coincides with two other large-scale processes: 
globalization [2, 3] and the raise of the information society [4, 5]. Since its inception, the Internet has 
evolved from a purely technical artifact, in which all creators shared a common goal of 
interconnecting computers globally, to a central element of our social fabric through a combination of 
design and evolution by emergence. The designed elements mainly reflect principles from Computer 
Science and Communication, or more generally Information and Communication Technologies (ICT). 
On the other hand, the emergence of the web, especially in its more ‘bottom-up’ and social aspects 
(e.g. web 2.0), demonstrate that the design paradigm provides an inadequate basis for either the 
analysis of the Internet as it exists or even for the design of future aspects, and it has already provided 
ample evidence that the Internet cannot be studied and its potential cannot be fully exploited by using 
concepts from the area of ICT only. 
 
It is importance to realize that “the Internet” in fact is a complex system in itself, composed by 
different layers (Fig. 1). 
 

 
Fig. 1: Internet layers - Source: http://dret.net/lectures/web-fall10/img/network-convergence.png 
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The evolution of the Internet, as of any other network, is shaped by the human interaction that happens 
using it. Sociologists have long noted the importance of structure and function of inter-human and 
mimetic networks. Social networking, currently experiencing an explosive growth in its evolution and 
penetration, greatly evidences the above. Therefore, it is not surprising that the Internet is also 
impacting human interactions in a twofold manner: human activity shaping the network (“forward 
direction”) and network impacting on human behaviour (“backward direction”). For instance, two 
relevant dimensions that have been deeply affected by the emergence of web-based networks’ 
structures and its implications can be identified in new facets of knowledge generation (wikis, e-
science, online education, distributed R&D, open innovation, peer-based production, online 
encyclopedias, user generated content) and new models of knowledge circulation and distribution (e-
journals, open repositories, Creative Commons licenses, academic podcasting initiative, etc.). 
 
The milieu that the Internet of today operates in has attracted various and diverse players from the 
commercial, government and civil society domains, which alternatively can be grouped into Internet 
providers, users and regulators (including co-regulators, and industry-led self-governance 
arrangements). Given the increasing number, power and disparity of these players, the complexity of 
their interactions and the plasticity of their roles, duplication, gaps and contention come as no surprise. 
 
The results, however, can be surprising: well-intentioned actions that produce perverse consequences, 
disproportionate influence and discontinuous change, and emergent behaviour (including startling 
innovations) that may not even be perceived until fully developed and irreversible. The evolution of 
the Internet in the technological sense (to say nothing of the less-tangible cognitive, informational, 
societal, economic and political networks it supports) is often based on socio-economic ‘fitness’ rather 
than technological superiority, and it proceeds in ‘punctuated’ fashion (with periods of gradual and 
‘localised’ change interspersed with shorter periods of widespread and disruptive change). 
 
Another striking feature of the Internet is its tremendous generative power, stemming from the 
embedded architectural openness and the ‘constitutional’ end-to-end principle. This reflects the initial 
situation in which intelligence and trust could safely be left to the users of the Internet and to the edge 
devices through which they gained access. To further their collective ability to pursue improvements, 
the network itself was meant to be as flat, as simple and as open as possible – not least because more 
complex forms of facilitation within the Internet itself were technologically challenging. 
 
However, the situation has changed; end users are no longer fully cognisant, no longer let alone in 
control of their devices, as the network itself can play a much more active role in managing collective 
problems. In their seminal work [1], Clark et al. recognise that struggle is as important in technology 
as in economic and political systems, suggesting that “we, as technical designers, should not try to 
deny the reality of the tussle, but instead recognize our power to shape it”. Although meant for the 
technical people, this mandate pertains to all the communities that influence the various aspects of 
development of the Internet, many of which already recognise that their shaping decisions are moves 
in a game rather than acts of sovereign design. In consequence, the methodologies and techniques 
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developed by these communities are structurally consistent with the ‘new’ scientific perspective called 
for by Clark et al. 
 
As soon as the Internet emerged as a technical and social-cultural phenomena, it has been studied from 
different perspectives. The Association of Internet Research held her first conference in 2000, and is 
since that active as “an academic association dedicated to the advancement of the cross-disciplinary 
field of Internet studies.” [http://aoir.org/]. Internet research is devoted studying the practices using the 
Internet, but can be as diverse as designing web crawlers to study webspheres [6,7,8] and ethnographic 
studies in Second Life [9,10] to name only two examples. 
 
The last 20 years have seen repetitive efforts in creating one commonly shared platform for Internet 
Science and/or Internet Research, accompanied by consolidation and professionalization inside of 
existing disciplines and yet again attempts to re-integrate disciplinary perspectives. This Network of 
Excellence is situated in this cycle of differentiation and re-integration as an important integrative 
moment. It aims at an exchange of knowledge about the Internet consolidated in rather isolated studies 
in different disciplines and perspectives. 
 
This survey aims at presenting the different and usually unsynchronized efforts to study and 
understand Internet from different perspectives and disciplines. Major Internet research drives have 
been so far through Network Science and Web Science, also considering sustainability and 
legislation/standardisation issues and the interaction with the emerging new technologies (e.g., Internet 
of Things, cloud computing etc.) and the related security and privacy challenges. 
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3. Network Science Perspective 
 

This perspective and the enormous literature associated with Network Science (e.g. [1]) have 
their origins in mathematics, physics, biology and allied natural sciences. It is primarily concerned 
with phenomenological description based on graph-theoretic properties interpreted as large-scale 
system outcomes of random processes. For example, physicists apply statistical mechanics to graph 
theory to analyse the implications of universal statistical features such as power laws in the 
measurement, modelling, and assessment of network structure and behaviour [2]. Among the central 
questions are: 

1. whether complex system properties (e.g. reliability, robustness, performance, efficiency, 
adaptability, etc.) can be traced to (classes of) network structure; 

2. whether structure and behaviour can be explained by universal laws – for example, to what 
extent can emergent ‘global’ properties not accounted for by reductionist or macro-level 
analysis be explained by such ‘local’ properties as self-organisation; 

3. whether systems can be designed, engineered, organised, constructed, reinforced, managed, 
complemented or ‘nudged’ to improve their performance in an uncertain world by minimising 
vulnerabilities and endogenous collapse e.g. by producing ‘robust yet fragile’ geometries or 
adaptability. 

 
One can identify different Network Perspectives [55] reaching from the impact of a network to one 
individual up to analyzing global properties of whole networks. Methods differ with respect to the 
different granularity of network analysis, and also to which scientific discipline takes most interest and 
claims most legitimacy explaining certain aspects. Concerning Internet science all different 
perspectives re-appear as becomes visible in the next section. What holds for Internet Science as well 
as for network science as one of its major theoretical approach is that one discipline alone is not longer 
capable to take care of understanding and managing network caused effects on individual behaviour 
and societal laws in the era of the Internet. 

 

 
Fig. 2: Network as object of investigation and as boundary condition for other systems - on various levels (from 

micro to macro) 
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3.1 Research Directions 

Strongly motivated by remarkable universal phenomena observed in many different complex networks 
ranging from the Internet, transportation networks, telephony networks, power grids, financial 
networks to social networks, we believe that the beginning of the third millennium will be typified by 
a transfer of knowledge of dynamic processes in living material to self-made and engineered 
structures, based on the principles of network science. 
 
What tools and underlying theories can be applied? Beside descriptive languages, extensive computer 
simulations and measurements, network science mainly relies on graph theory for its topological 
structure, on probability theory to express characteristic properties such as the degree and eigenvalue 
distributions and on dynamic systems theory to describe the processes on the network (such as e.g. 
virus spread [3] and synchronization [4]). In these fields, progress is still being made: (a) new bounds 
on spectral and topology metrics, (b) asymptotic scaling laws, (c) new extremal graphs, (d) physical 
phenomena (coupling, synchronization, percolation, self-criticality, emergent and collective behavior 
and other, generally, non-linear processes). Although the main ambition is to understand networks via 
mathematical deductions, very often computer simulations are needed to scan the first order behavior, 
in order to direct analysis towards the correct path. Finally, measurements of real-world networks 
benchmark the quality of a new theory. 
 
One of the high-level main drivers is the construction of a complex networking framework that 
combines several disciplines and application domains and that targets the right level of abstraction to 
find coherent and universal processes in these complex networks or systems. On a small scale, the 
details are overwhelmingly different: nodes in a complex network such as molecules in biology, 
computers or routers or hand-held devices (such as the Iphone) in the Internet, neurons in the brain, 
companies in an economic network, etc. Yet, the art is to “look” at the right scale of aggregation to 
cope with the complexity, surmount the distracting origin of microscopic differences and to “see” the 
beauty of invariants (such as the universal characteristics mentioned above). 
 
Aiming at the ultimate goal of transferring robust and self-adaptive behavior in nature to man-made 
infrastructures, equipped with tools of cross diverse disciplines, we would like to address the 
following potentially transformative and continuously developing themes facing diverse complex 
networks.  

 

3.1.1 Efficient Network characterisations 
 

After about 13 years of extensive research on complex networks, numerous metrics have been 
proposed to quantify different topological properties. Examples are the degree of a node, the 
betweenness of a link, the hopcount of a shortest path from i to j, the clustering coefficient, the 
edge/link connectivity, etc. We refer to [5, 6] for a quite extensive discussion and comprehensive list 
of graph metrics and to [7] for additional properties. Another type of metrics are spectral metrics [8] 
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such as the largest eigenvalue of the adjacency matrix (spectral radius) and the algebraic connectivity, 
which are powerful characterisers of dynamic processes on networks such as virus spreading and 
synchronization processes. 
 
These metrics are, however, correlated. Determining a small representative set of properties that 
largely determine all the other metrics considered, will greatly reduce the computation time in 
characterizing large complex networks, e.g. social networks and anatomical brain networks and will 
help to discover the network properties that influence the network’s function the most [14]. Moreover, 
network optimization problems can be simplified if the set of network properties to be optimized can 
be reduced. 
 
3.1.1.1 Characterisation of nodes’ importance: the Betweenness Centrality case 

Revealing key properties of large network structures lies in the core of complex systems modeling and 
analysis. Central to this task is the role of centrality metrics originally introduced in social sciences 
[34]. They are used as graph-theoretic tools defined either on the nodes or edges of a (social) graph 
and aim to provide a measure of their relative significance or “social” standing. Different measures 
have been introduced to capture a variation of a node’s importance [35], like ability to reach numerous 
nodes via relative short paths or popularity among others. Betweenness (BC), the most commonly 
used centrality metric, assesses the extent to which a network node lies on shortest paths linking all 
other node pairs. Betweenness centrality calculations are involved in a wide range of network science 
studies ranging from traffic analysis and network vulnerability to attacks [36] to cascading failures 
[36] and epidemics [38]. The computation of betweenness centrality, however, typically demands 
global information about all network nodes and their interconnections. The distribution and 
maintenance of this information is problematic in large scale networks. Moreover, availing 
increasingly larger datasets of network snapshots (e.g. OSNs, Internet maps) has turned much of the 
research effort to the BC approximations techniques. 
 
A relevant thread involves the extrapolation-based BC estimation. Brandes and Pich [39] proposed a 
technique which is able to estimate the betweenness centrality of each network node by extrapolating 
values from a small subset of path computations. The pivots i.e., the source nodes from which the 
shortest path computations are initiated from, affect the achieved quality of the approximation; a 
random pivot selection is shown to perform better than deterministic strategies. Even if the method 
provides low-cost BC approximations it is prone to overestimates of the BC values of nodes lying 
close to the pivots. To improve over these overestimates, Geisberger et al. [40] introduced a scaling 
factor to modulate the BC estimates of network nodes with respect to their distance from the pivots. 
The method is shown to perform better over networks with unique shortest paths while being less 
accurate in the general case. 
 
Posing constraints to the length of the considered shortest paths that are taken into account for the 
centrality computations leads to the notion of k-Betweenness Centrality [35, 41]; exploring paths of 
lengths at most equal to k offers yet another approximation of standard BC with cost bounded by the 
average number of edges present in the k-neighborhood of nodes. An alternative approach to 
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approximations yet of less complex computation for assessing node centrality may be based on a 
node's ego network; that is the subgraph involving itself, its 1-hop neighbors, and their 
interconnections. Nodes can acquire a local estimate of their centrality value through egocentric 
measurements [42] in their immediate locality. The approximation can then rely on the positive 
correlation between the two BC counterparts. 
 

3.1.2 Dynamic Processes on Networks 
 

Apart from the topological structure of a complex network, the network processes constitute the heart 
of network science: they determine why the network is built or created and they give value to a 
complex network. Examples of network processes or services are the transfer of IP packets in the 
Internet, the transport of cars in a road network, the interaction between functional brain regions, the 
spread of rumors and news in a social network, etc. A general topic in complex network theory is the 
dynamics of processes on the graph, of which virus spread [9] and synchronization [7,8] are 
reasonably well-understood examples. In most cases, we are interested to know whether the process is 
stable, whether phase-transitions [10] or forms of self-organisation occur and how the process behaves 
when the network grows (scaling laws) or is modified (removal or adding of subgraphs). In summary, 
the effect of the topology (graph) on the functioning (process) of network is an important theme. 
Immediately related to this theme is the association of relevant topology metrics to the function of the 
network. 
 

3.1.3 Network Metrics through Distributed Measurements: the Net Neutrality Example 
 

A relevant thread of applied research concerns the creation of metrics about Internet connections and 
quality of service on the basis of distributed measurements [15, 16, 17, 18]. Despite the availability of 
similar metrics for ICT companies and/or Internet Service Providers, both independent researchers and 
regulators frequently lack access to such data and/or to independent data in this domain [19]. 
Examples of policy domains where these metrics are crucial include the debate about Network 
Neutrality [20, 21]. 
 
State of the art network neutrality research tools either focus on detecting a specific blockage 
technique [22, 23, 24, 25, 26], or measure general quality metrics and try to identify unfair treatments 
by analyzing the results of many quality tests [27, 28, 29, 30, 31, 32]. Orthogonal to the two main lines 
of network neutrality tools is Measurement Lab, which provides a distributed worldwide server 
platform that hosts network measurements tools [33]. 
 

3.1.4 Network Co-evolution 
 

A considerably more difficult class of problems is the study of the interaction between the processes 
on the network and the underlying network itself. For example, a virus spreads in a network and the 
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protection against the virus can consist of installing anti-virus software in computer networks or of 
vaccinations or medicines in a human social network. These actions do not change the underlying 
topology. However, adjusting the topology by avoiding contact with infected nodes (e.g. computers or 
humans) leads to another type of protection that requires the understanding of the coupling between 
graph and process (or function of the complex network). The last type of dynamics also receives 
increasingly more interest as most of our infrastructures are coupled [11]. For example, nearly all 
complex networks need energy, while the influence of digital communication to control these 
infrastructures increases. A failure occurring in the electricity distribution or in the control 
communication network may introduce failures or undesired behaviour in the functioning of the 
complex network. Such cascade effects are poorly understood. 
 
Another theme is to understand how biological processes in nature achieve such an amazing adaptivity 
and resilience against external factors. For example, the Alzheimer disease is only diagnosed with 
certainty when over 80% of the links in the brains are destroyed. What is the way biological networks 
evolve? Which topological processes (such as rewiring, creation, deletion of links) are determining the 
network structure during the lifetime of an organism? 
 
The flip-side of networks is the processes that take place within the nodes. Also here we can learn a 
great deal from nature, for example how the metabolic processes and transduction pathways taking 
place within neuronal cells are related to the synchronisation between neurones. A great deal of work 
has been done in modelling cytoplasmic and transcription processes inside the cell as the basis of new 
models of computation, for example through artificial chemistries [43, 44]. The more promising 
approaches are introducing more structure in artificial chemistries through algebra, for example 
chemical organisation theory [45]. The algebraic perspective on computation has been around for a 
long time [46], but until recently only extremely simple systems could be analysed due to the lack of 
adequate computational tools. This has recently changed [47], enabling the analysis of a range of real 
cellular and chemical networks [48, 49, 50] as well as networks of automata [51]. The work discussed 
in [52], in particular, seeks to connect the finite group structure of automata derived from particular 
metabolic and regulatory pathways to the Lie group structure of the non-linear dynamical systems 
derived from the same (bio)chemical rate equations. Because Lie groups are related to the integrability 
of (non-linear) dynamical systems, whereas the simple non-abelian groups (SNAGs) found in the 
corresponding automata can encode universal finitary computation (if greater than A5) [53, 54], there 
is an interesting possibility to connect self-organising behaviour of metabolic networks with some of 
the computational properties of their corresponding discrete models. 
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4. Dimension of the “Web”  
 

Network Science neither holistically captures phenomena, methods and insights from the social 
sciences perspectives, nor the dimension of the ‘web’ and the various associated repercussions with 
generation and retrieval of content in the Internet. These aspects are instead taken into account by the 
Web Science Trust started in 2006 between MIT and University of Southampton to bridge and 
formalize the social and technical aspects of the World Wide Web. The exact scope of Web science is 
still -intentionally- largely undefined. Some initial areas of interest are: social networks, collaboration, 
understanding online communities, analyzing the human interactions inherent in social media, 
developing "accountability" and other mechanisms for enhancing privacy and trust on the Web. 

4.1 Virtual Communities  

4.1.1 Online Social Networks 
 

In the last years we witnessed a massive diffusion of online social networks (henceforth OSN) (e.g., 
Facebook, Twitter, etc.). The growing number of new communication paradigms introduced by these 
services is changing the way individuals interact and link to each other. Moreover, OSN are fostering 
the availability of a huge amount of data concerning social relationships between people that can be 
used to analyse human behaviours. 
 
Sociologists and anthropologists have largely studied social relationships in humans from two 
different points of view. On the one hand, personal network analysis starts with an individual - called 
ego - and studies the relationships this individual has with other people - called alters. Many 
researchers refer to the networks formed from the ensemble of this relationships as personal networks 
or ego networks [8,9,10]. On the other hand, social network analysis studies the relationships existing 
between people inside a bounded population or community (e.g., researchers community, movie 
directors community, etc) [11,12,13]. Whilst social network analysis puts more emphasis on the key 
features of the whole network (e.g., topology, centrality, etc), personal network analysis focuses on the 
relevant features of ego's social relationships. 
 
Human ego networks formed “outside” the OSN world has been deeply investigated and some of the 
key features of these networks have been identified [14,15,16]. Ego networks are considered important 
as they determine the properties of social networks from the standpoint of the single individuals. In 
particular, “tie strength” - the importance of the social relationship between two individuals - is found 
to be one of the most important features of ego networks and it is what makes social networks really 
“social” [8,17]. Indeed, tie strength has shown to play a key role in the study of both types of social 
networks. For example, previous authors demonstrated that tie strength plays a central role in the 
diffusion of information between people in social networks [8,13,24]. 
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Studies on the properties of OSN are becoming increasing popular, as there is still lack of 
understanding of their key features, and of their impact on social relationships between individuals. 
Some authors recently studied the properties of the entire Facebook network, considering all the 
unweighted links existing between individuals [18,19]. Some work has been done to analyse OSN 
characteristics from the user's point of view [20]. Other authors studied the influence of OSN on the 
“social well being” [21,22]. Although the work done so far evinced many important aspects of OSN, 
the relation between the social behaviour of users and tie strength in virtual environments has not been 
fully discovered yet (initial results have been presented in [28]). Estimating the strength of social ties 
is clearly important for a number of social aware services, such as data dissemination, community 
detection, etc. Unfortunately, direct measures of social ties - i.e., quantitative measures taken without 
explicitly asking individuals - are not possible neither in human social network nor in OSN, as tie 
strength depends also on emotional factors that are not directly measurable. Nevertheless, using 
interaction variables - such as the frequency of contacts - has proven effective in estimating tie 
strength in human social networks [16]. This approach has still to be fully explored in OSN. 
 
In [8] Granovetter proposes a definition of tie strength based on the combination of the amount of 
time, the emotional intensity, the intimacy and the reciprocal services which characterise the 
relationship. The author also identifies a first distinction between the different properties of strong and 
weak ties, with the former being useful for emotional and financial support and the latter for the 
acquisition of new ideas coming from groups of people socially far from ego. This distinction has been 
confirmed by many experiments performed on different types of social networks [11,13,24]. Our 
results indicate - through a rigorous analysis based on PCA techniques - that the composition of tie 
strength in Facebook in terms of factorial dimensions is similar to that found in human ego networks 
[8,17]. 
 
In [25], a first detailed characterisation of tie strength in human social networks is derived using an 
analytical model. The results of this work evinced the presence of two main dimensions of tie strength, 
having to do with the time spent in a relationship and the “depth” of the relationship. Moreover, the 
results indicate that “emotional closeness” or “intensity” of a relationship are the best indicators of tie 
strength and the frequency of contact only partially explains this concepts. Despite this relevant 
finding, many authors consider only the frequency of contact as tie strength estimator [13,24,27]. 
Moreover, other authors do not take tie strength into account to analyse OSN properties. For example, 
recent papers presented an analysis of the properties of Facebook entire network, considering all the 
unweighted links existing between people [18,19]. The results presented by the authors of these papers 
indicate that the average distance between any two people in Facebook is 4.74 links. This means that 
information circulating in Facebook could reach any arbitrary users in, on average, less than five 
jumps. From this perspective, it seems that Facebook is forcing the famous “six degrees of 
separation”, empirically confirmed in human social networks by the Milgram's experiment [26], to 
become five, or even four in virtual environments. However, as these studies do not take tie strength 
into consideration, the actual behaviour of social aware services might be different, as tie strength 
plays a significant role, for example, in determining the trust between individuals and thus the 
willingness of cooperating. 
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4.1.1.1  Extracting and Understanding Data from Online Social Networks 

Some research work has focused the attention on the possibility of deducing social tie strength from 
OSN data [23]. The idea of the work in [23] is to validate the findings in [25] using Facebook data to 
estimate tie strength. A model is built from a set of explicit evaluations of tie strength collected with a 
survey distributed to participants of the experiment. Some limits of such approach can be ascribed to 
the presence of too many variables in the regression model, which can lead to overfitting. Moreover, 
the model presented in [23] is not tested on a test set and its predictive power remains unknown. 
 
Work in [28] attempted to address some of these issues, by analysing the properties of several 
interaction variables from a Facebook dataset. This initial analysis has shown remarkable similarities 
between the shape of the distributions of interaction variables (messages, posts, like, etc.) and the 
typical shapes of tie strength indicators in human social networks. This suggests that similar properties 
can hold in both types of networks. A detailed investigation of this subject is currently ongoing. 
 
Breadth First Search (BFS) and Depth First Search (DFS) are two social data extraction techniques, 
described in Cormen et al. [70]. In both techniques the graph is crawled node per node adding all 
discovered nodes to a list of nodes to visit. The difference between BFS and DFS is based on the 
procedure of how the next visited node is selected. In BFS the first node of this list is selected to be 
visited next and removed from the list, whereas in DFS the last node in the list is selected and marked 
as visited. Both techniques are leading the crawling procedure towards the inner core of the network 
due to the friendship paradaxon. This paradoxon, first observed by Field [71] states originally that 
your friends having more friends than you, will force a crawl towards nodes having a high centrality in 
the network. A related effect, noted by Kurant et al. [72] describes that BFS and DFS are introducing a 
bias towards high degree nodes for an incomplete traversal of the network. Some recent work has also 
introduced new methods of collecting social data, such as the snowball method [68] which creates bias 
subsets, or incremental community-driven sampling, such as mutual friend crawling [69], used for 
steered data collection. 
 
One of the fundamental issues for extracting social data from the Internet is how to capture and 
analyze terabytes of data from the network in a scalable manner. In certain cases, it is mandatory to 
extract information from the network traffic itself. On the one hand, there is the issue of capturing 
high-speed data (10 Gbps) and, on the other hand, it has to be captured in a hard disk and subsequently 
analyzed. A high-speed driver has been developed that allows capturing more than 14 million packets 
per second with no loss [65]. In combination with well-known standard RAID cards it is capable of 
dumping data to hard disk at more than 8 Gbps. This allows building a traffic sniffing and data 
repository on Commercial Off-The-Shelf hardware, which is very benefitial in terms of cost and 
scalability.  
 
It is also worth mentioning that GPUs (Graphical Processing Units) are gradually being adopted as co-
processors for data analysis. As it turns out, such devices allow massively processing network data in 
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parallel and they are very cost-effective. Actually, the GPU market volume is huge (they are mainly 
used in the video game industry) and the economies of scale are significant [66]. 
 
There are many examples of data mining techniques using GPUs. In all of them there is a gain in 
speed and power efficiency, at a relatively low cost when compared to traditional grid computing 
approaches [67]. 
 

4.1.2 Open Government Data and Civic Hacking 
 

Increased transparency of public and private bodies and wider democratic participation by citizens 
represent key challenges that can be faced within new models of interaction enabled by the Internet. 
For instance, the (potential) ‘data deluge’ from Public Administrations, corporations and social 
streams calls for the participation of virtual communities of actors that cooperate on making relevant 
information meaningful and further disseminate it, also by mixing and linking data streams from 
different sources. Such ‘civic hacking’ initiatives allow citizens to be better informed on preminent 
issues - from the way governments use incomes from taxes to the carbon footprint levels in a given 
geographical area - supporting participation and better decision-making. Indeed, analysing the 
functioning role and potential obstacles hindering the work of such communities seems particularly 
interesting [1]. Relevant research from Benkler [2], Lessig [3] and Ostrom [4] - just to mention a few 
well-known contributors - highlight the role of cooperation and the ways cooperative behaviour can be 
(self-)governed and enabled, especially when dealing with a common pool of resources and, in 
particular, with information commons in a digital environment. Other recent research covers different 
possible frameworks of reuse of Public Sector Information (Open Government Data). However, some 
more specific aspects specifically related with civic hacking initiatives grounded on cooperative reuse 
of (Open) Data by virtual communities are anything but played out. Some important research threads 
are: (i) the ‘democratization’ of the so-called Big Data, so that communities can access and re-use data 
with transparency-oriented purposes; (ii) the openness degree - under a technical and legal viewpoint - 
of the data supplied by private and public sector bodies [5], [6]; (iii) the systems of ‘checks & 
balances” to be adopted within communities that better enable ‘civil hacking’ activities to reach their 
full potential [4].  
 

4.1.3 Governance and self-organisation as examples of social entrepreneurship 
 

With the increasing consumer-citizen use of the Internet, new services and new business models have 
been created for those users [29-31]. There are many user-created environments in which bottom-up 
rules have claimed to be set [32].  Their regulatory effect is voluntary and not supported or recognised 
by government [33-35], the closest approach being ‘acknowledgement’ that they exist [36], neither a 
vote of support nor a condemnation. Some display far greater responsiveness to empowering users to 
create and regulate content, using Social Networking Sites (SNS) and virtual worlds as well as mash-
ups and other techniques collectively constituting the Web2.0 phenomenon. Some offer increased 
security and protection from harmful content for users who desire, or in any case receive, ‘walled 
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gardens’ less open Internet experiences. Examples include proprietary platforms: games console and 
many mobile networks.  
 
Difficulties with self-organisation include variously: user inertia to default settings; the decision by e-
commerce providers to make websites almost impossible to use selectively for average users; and ‘The 
myth of the super-user’, the belief that users are technically competent and will self-select [37-38]. 
The economic fundamentals driving Web2.0 are that broadband has become ubiquitous for many. 
With UGC, the user is enabled to ‘pull’ content and even adapt and mix content into a ‘mash-up’. A 
mash-up is a combination of existing media reworked into a new and innovative type. An example 
might be remixing music tracks, or the integration of maps into classified directories that GoogleMaps 
performs. ‘Data mashing’ makes innovative ‘recombinant’ uses of existing media, e.g. remixed music 
tracks or the integration of maps with other information. Examples of Web2.0-type applications are 
varied:  
 

1. P2P sharing networks (such as KaZaa and BitTorrent);  
2. Photo-sharing sites (such as Flickr);  
3. Video sharing sites (such as YouTube and DailyMotion); 
4. Online games (such as World of Warcraft);  
5. Public SNS (such as MySpace, Facebook and Bebo);  
6. Blogs and Wikis, including Wikipedia, a user-generated encyclopedia and WikiLeaks, 

a whistleblowers’ site;  
7. Executive SNS such as LinkedIn and ASmallWorld. 
 

The range of SNS is broad, but easily divided into those that are open to anyone, and exclusive ‘walled 
garden’ invitation-only sites. In terms of UGC, we can distinguish online games from the more 
interactive virtual worlds, the former generally making modifications to a mass media gaming 
software package, the latter involving modification including writing of new code for the ‘virtual 
world’. Blogs and Wikis are collaborative author tools which are largely UGC. The regulation of these 
systems takes place at corporate and user level, in the same way as Usenet sites were first regulated in 
the early 1990s [39-40]. That does not mean that there is no innovation in their regulatory structure: 
virtual worlds, for instance, have built up elaborate self-regulatory models. 
 
Media sharing services are not communities as such, and there is less interaction between members 
and therefore little regulated behaviour specific to the networks, except copyright and other 
unauthorised or inflammatory content that is subject to Notice and Take Down (NTD). I show the 
various types of social network modeling against their commercial or public (as opposed to private) 
characteristics.  
 
Social networking on the Internet did not begin with Web2.0 and note bulletin boards (Usenets, which 
have a long history, substantially predating the formation of the IETF) and Intranets predate the 
commercial Internet. P2P programmes have carried advertising in the past, notably Kazaa. Note that 
professional networks such as LinkedIn, and monetized virtual world ‘SecondLife’, are more 
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professional in character than advertising-driven mass market social networks and aggregation sites, 
such as Bebo or YouTube. Blogs are predominantly non-commercial in character, though those with 
highest readerships may syndicate advertising. It is clear from the description of the number of users 
and viewers of SNS that, as a mass phenomenon, it would not be possible to regulate the posters of 
content directly. On the Internet, as earlier discussed, the content host (typically an ISP but not in these 
cases) is subject to a NTD regulatory regime. This does not require ex ante regulation, but does require 
content hosts to ‘take down’ users’ content which they have been informed (given ‘notice’) either 
breaches law or otherwise offends against their terms of use. There is thus a shift of liability. ECD 
provides for clarification of the applicable liability regime to internet intermediaries (with no strict 
liability), sets out the exoneration conditions for certain types of intermediary activity (transmission 
and/or storage of third party content) and does not affect the liability of the actual content provider 
(which is left to national law). The host’s limited liability is to ensure that users are only able to use 
the service under conditions or terms that explicitly permit the content host to take down material that 
is illegal, often extending this power to material that is offensive, of an unsuitably adult nature, and so 
on. 
 
Take the example of video-sharing site, YouTube. On YouTube, the editorial controller, if such exists, 
is the person who posts the content. For regulatory purposes, YouTube users post the content and the 
YouTube website reacts ex post on receiving complaints regarding breaches of copyright or offensive 
content [41]. This is fundamentally different to traditional broadcast regulation, where the editorial 
controller (the broadcaster) is responsible for the content ex ante – before it is offered to the public. 
While it is true that opportunity presents problems and solutions [42], it also allows for what I term 
‘Regulation 2.0’, mass user self-regulation via Web2.0 tools to report abuse, flag and label content. 
SNS have membership and usage rules, which entitle them to suspend or expel members accordingly. 
Members can report and even rate the content or comments of others.  There is substantial self-
policing by residents of these communities. 
 
The self-regulatory approach of ‘virtual worlds’ is worth consideration as an alternative to the ex ante 
broadcast/ex post Internet regulatory distinction [43-44]. In an online game, it is possible for the 
administrator to respond to inappropriate behaviour by a member by the online equivalent of a 
community punishment [45]. The alternatives to direct enforcement are: to rely on a form of indirect 
liability against content hosts, and to reply on the media literacy and self-policing of online 
communities, whether YouTube or Second Life. Enforcement can only be undertaken successfully by 
the content host. Mayer-Schonberger and Crowley [44] see four scenarios for virtual world regulation:   
 
1. Virtual world providers will serve as regulators by enforcing the terms of their contracts with 

users to prevent cyber-fraud and ensure proper behaviour,  
2. Governments could try to block their citizens from using virtual worlds that don’t abide by 

government restrictions and regulations (although this will never be 100% effective, just as 
governments have not been able to completely block access to Web sites),  

3. Government may try to minimize the real-world impact of virtual worlds by, for instance, 
banning the sale of virtual goods for real-world currency, or  
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4. “Real-World Assisted Virtual World Self-Governance,” governments provide support for 
mechanisms where by users of virtual worlds can agree upon and enforce their own 
“community standards” and rules of conduct.  
 

Richter has recently compared types of social entrepreneurship as regulatory techniques [46-48], in a 
pioneering approach to self-organisation as a “solution from outside the regulated environment 
through entrepreneurship and innovation, and relies on the forces of the market to become effective” 
[49]. He explains that social entrepreneurs can be more effective and more efficient than regulation (or 
else go out of business) [50], but that “Further efforts are required to ensure participation, 
transparency, and public accountability, and to avoid regulatory fragmentation” [49]. Social 
entrepreneurship as a tool to regulate has only recently emerged as part of the Third Sector [46], or Big 
Society approach to private provision of formerly charitable or state activities [51]. In 2005, the 
British government’s Office of the Third Sector allowed for the Community Interest Company (CIC) 
with a regulator [52]. Richter argues that “the existing framework of social entrepreneurship can be 
extended to entrepreneurial organisations providing innovative and market-based solution to 
environments in which regulation and market self-regulation have failed to provide a social good” 
[49]. This separates them from non-business policy entrepreneurs [53-54]. Spear and Bidet state: “The 
entrepreneurs are citizens, not the state, the decision-making power is not based on capital ownership, 
the participatory nature involves those affected by the venture, profit distribution is limited, and finally 
the venture explicitly aims at benefiting the community.” [55] Social enterprises can be Type 1 (local) 
or Type 2 (macro) according to Nicholls [56], with the Fair Trade movement a classic established 
example of the latter. Richter states that “production of social value with market-based solutions and 
entrepreneurial innovation are sufficient to differentiate social entrepreneurship from profit-
maximising models of entrepreneurship, from philanthropy, from institutionalised and state-backed 
forms of civil society engagement, from CSR, and from policy entrepreneurship [49]”.  
 
As Richter states [49], there are three governmental approaches to encourage social entrepreneurship, 
to cooperate in problem and solution definition as might be argued was the case with CC-Brazil and 
involvement of Minister Gilberto Gil, as a customer for such solutions as in OCL models which I 
described as ‘Regulation 2.0’ [57],  and finally the creation of a market for social entrepreneurship as 
with the UK CIC, where the “market regulator should develop and enforce minimum standards for 
transparency, accountability, and participatory solution design, create an arbitration panel for citizen 
complaints, encourage independent performance reviews, and push for the interoperability of solutions 
to preserve competition [58]”. He also argues that in the absence of a CIC regulator, “legal logic under 
Marsh vs. Alabama [59] allows the application of basic constitutional rights to private providers of 
public infrastructure and could also be extended to require transparency and due process rules for the 
private regulatory activities by Creative Commons” 
 
Whether one agrees with Latzer that it is ‘self-organisation’ - there being no multiparty self-regulatory 
body - or side with Price and Verhulst in terming it self-regulation [60], there is a particular feature to 
a single corporate policy negotiated internally rather than through external discussions. First, it is not 
transparent inasmuch as self-regulation may be so. Second, it is conducted for internally validated 
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reasons: a mixture of profit-maximisation via brand enhancement (making the product distinctively 
better regulated than others), via corporate governance (performing pro bono socially beneficial duties 
as a means to securing corporate distinction), or because as monopoly or oligopoly player, it is in a 
position to rule-make rather than rule-take vis-a-vis its competitors i.e. it is not obliged to conduct a 
'race to the bottom' in welfare terms. This leaves to one side the unusual category of social 
entrepreneur, a regulatory actor of such obscurity that few academics have investigated the 
phenomenon until recently [61-63]. In a commercial service, such as Facebook, users have Terms of 
Use proscribed by the service owner. This is not a new phenomenon, except in the degree to which 
UGC is generated, and users consider the service owner’s brand associated with that third party 
content. AOL’s branded portal in the mid-1990s was the most successful site on the Internet, as 
Facebook is in 2011. The type of governance that applies to these organisations is either charitable 
status or corporate governance rules. For some, it is the legal status as a charity that its board of 
directors must observe, which provides a very low baseline of compliance [64]. Lessig offers a 
summary of the legal position of the iCommons organisation , as a UK charity with majority non-US 
citizens on its board [39]. In the case of corporate governance, the main obligation on the board of 
directors is the fiduciary duty to pursue the most beneficial course for shareholders.  

4.2 Trust and Reputation 

Trust and Reputation are “notions” borrowed by our social life to serve many critical Internet aspects 
from p2p communications [1-11], cooperation in ad hoc networks [12-14], data integrity and 
authentication in sensor networks [37-39, 47], web services’ selection [15-25], to relationships and 
access control in social networks [26-35].  
 
An extensive investigation of related research indicates that there are many definitions of “trust” and 
“reputation” and sometimes these terms are used interchangeably. However, most of the times trust is 
used as a subjective (local) measure of trustworthiness, while reputation is used to define the global 
trustworthiness of a user as perceived by all the users in the network, usually as an average of all 
users’ opinions about the particular one. That means that a user may trust another one despite the 
latter’s bad reputation. 
 

4.2.1 Enforcing cooperation in P2P and ad hoc networks 
 

In p2p networks, they have been extensively investigated to distinguish and avoid malicious peers by 
applying suitable provider selection mechanisms [1-3]. A lot of work [4-7] was also focused to 
provide simple incentive mechanisms to enforce collaboration between peers by controlling not only 
the provider selection policy but also the client selection policy. Reputed, thus contributive, peers are 
rewarded by receiving preferential treatment, while misbehaving peers are punished by not being 
served. Reputation-based allocation policies [8,9] have also been proposed to decide about the 
different levels of offered resources to different peers, in contrast to just decide whether to serve one 
peer or not, and to account for their different needs (expressed service demands). Reputation-based 
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incentive mechanisms have been proposed not only to foster cooperation among users of file sharing 
systems [4-6,9] but also of p2p grids [8], wireless neighborhood communities [10] and internet sharing 
communities [11] in a p2p fashion. The objective of the latter communities is to both provide free and 
good quality Internet access to its users anywhere inside it, and protect their home connection 
resources by letting them the allocation control. Many reputation-based incentive mechanisms have 
also been proposed for ad hoc networks [12-14] to motivate nodes to cooperate and forward packets 
on behalf of others in order to maintain a low packet latency and loss rate in the network. 
 

4.2.2 Helping consumers to take decisions over web services 
 

Trust and Reputation systems also play a decisive role in consumers’ decisions [15] over services 
provided in the Internet and several reputation systems have been employed by successful commercial 
applications in the Web, such as eBay’s Feedback Forum [16], Amazon’s rating system [17], etc. 
Reputation systems are also used in expert sites like AllExperts [18], AskMe [19] and Advogato [20] 
to rate the experts, in product review sites like Epinions [21] and BizRate, in discussion fora like 
Slashdot [22] and Kuro5in [23], and to support suppliers and subcontractors agreements, like Open 
Ratings [24]. PageRank algorithm [25] employed by Google search engine can also be seen as a 
reputation system since it ranks a page based on the number of hyperlinks pointing to it, which can 
constitute the reputation of the page. 
 

4.2.3 Trust and Reputation in web-based social networks 

 

Trust and Reputation systems in web-based social networks have been used either for rating users’ 
recommendations/reviews or for access control (e.g., which users in the network are allowed to access 
my data). As an example of the first category we mention FilmTrust [26] which is a website that 
provide movies’ information based on a trust network. Users provide their reviews and ratings for 
films, and the website uses the reviews of trusted friends (and friends of friends) to display a custom 
rating for each movie to a user. Trust in this context also implies similar film tastes between users.  
 
The approach that is most commonly adopted is that trust relationships are dependent on personal 
relationships; since two people may be affiliated in more than one way (e.g., friends and colleagues), 
there also may be more than one trust relationship between them, according to the context of their 
personal relationship. For example, user A may count on B as a loyal friend but not have confidence 
on his work. In the vast majority of social networks (Facebook [28], MySpace [29], Friendster [30] 
etc), a user cannot discriminate the type and the strength of the trust relationship with all other 
members of his network. Some web-based social networks, though, allow their members to (i) 
determine different relationship types with other users (the case of LinkedIn where different types 
such as “colleague”, “classmate”, “business partner” etc. are possible), (ii) determine how much they 
trust other members, creating different trust relationships. This can be done either by expressing 
recommendations (the case of LinkedIn [31]) or by grading others in different trust levels (the cases of 
Orkut [32] and RepCheck [33]). Orkut gives their members the ability to rate personal trust while 
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RepCheck allows for both personal and business trust.  Works in [27], [34] and [35] denote authorized 
users in terms of the minimum trust level and maximum length of the paths connecting the requestor 
and the resource owner. Plus, work in [27] prevents forging of fake relationships by requiring that 
relationships are established only with the mutual consent of the involved members; moreover, it 
supports access control not only based on the trust level and length of paths connecting two nodes but 
also based on the type of their relationship. 
 
On the other hand, social networks can be used to extract users’ reputations, considering that most 
reputable users are the most highly connected. NodeRanking algorithm [36] deduces the reputations of 
users similar to the pagerank algorithm, with the difference that it uses the social network topology in 
contrast to the topology of the web page links. However, [36] depends on an a priori knowledge of the 
relationships between users on top of which the social network is built, which is usually difficult to 
acquire. 
 

4.2.4 Trust and Reputation for Sensor Networks 
 

Trustworthy is defined in this context as: secure, reliable and resilient to attacks and operational 
failures; guaranteeing quality of service; protecting user data; ensuring privacy and providing usable 
and trusted tools to support the user in his security management [40]. This in turn includes 
requirements like security [41][42] and safety that also need to be carefully addressed in WSNs. 
Especially functional safety, which guarantees the detection and controlling of failures in a system to 
remain in a safe state [43][44][45] has to be part of a WSN concept, especially when this system 
should provide critical functions in unattended operation in hazardous environments, where no 
security perimeter is present. Current solutions in this area are self-tests [46] or reputation concepts 
[37-39], [47], which enable a sanity-checking of sensor data. While the reliability of sensor networks 
is always an important goal, the privacy of sensed data can vary heavily depending on the WSN’s 
purpose. Environmental data can for example be publicly available, while data revealing personal 
information should only be accessible by very few individuals. An especially obvious case can be 
found in the area of wireless body area networks (WBANs), which are used for patient health 
monitoring. Here, methods like secure and dependable distributed data storage and fine-granular 
distributed data access control can be used to secure the privacy of the user [48] against unauthorized 
access. 
 

4.2.5 Shielding against Sibyl Attacks in opportunistic networks 
 

This section was adapted from [72]. 
We believe that one of the emerging game-changing technologies will be opportunistic networks. 
These will change the way people communicate by allowing direct one-hop communications between 
handheld devices carried by human beings while on the move. Users will be involved in participatory 
interactions with their surrounding using applications (e.g., mobile social networking, content 
distribution [49], flea-markets, micro-blogs) enhancing the experience of real-world social networks 
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with digital and ubiquitous features. With these applications, users will publish their input or services 
(e.g. content, sold objects, blog entries) and subscribe based on their solicitations. Inputs will 
disseminate from their authors to consumers through relays in a delay-tolerant epidemic fashion from 
hop to hop using mobility without routing per se. While areas of operations are mainly developing 
countries, for no fixed wireless infrastructure is required, urban citizens will also enjoy a free and open 
network that made the success of the Internet at its early stage. 
 
In the absence of a central regulating authority, infrastructure-based and hard cryptographic solutions 
are rarely available, and are often traded for threshold cryptography [50] or PGP-like chains [51]. One 
prevailing solution used to secure interactions between possibly unknown users is trust. For instance, 
it is often considered in recommendation systems based on ratings, where trust relies on (i) the service 
(or content) quality provided by others and (ii) trust in other users’ opinions having similar taste. This 
trust, however, requires interactions between users in order to be established. What is more, pure 
opportunistic networks cannot ensure a one-to-one binding between an identity and a user. Compared 
to real-world social networks, their digital counterparts allow easily generating fake identities, known 
as sybil users [52]. These sybils can then obtain a higher degree of influence in the system. Trust must 
hence be considered at a more fundamental level. In this section, we consider the most basic level of 
trust that can and must be achieved in opportunistic networks, i.e., social trust: the belief that an 
identity is genuine and that the user’s intentions are honest. 
 
A sybil attack [52] describes the attempt to create many identities in order to gain larger influence in a 
reputation system, abandon bad reputation or evade responsibility of his/her actions. In order to detect 
such attacks, Piro et al. [56] observe that sybil users can only communicate serially and thus cause 
much fewer collisions at the MAC layer. SybilGuard [57] considers that sybil users have only a few 
trust relationships which can be highlighted by carefully observing the social graph. Location-based 
sybil detection is also an effective measure [58] but requires specialized hardware. 
 
Reputation systems are ideal targets for sybil attacks [59], [60]. These systems rely on disseminated 
user ratings to enable informed selection of content by estimating a prospective source’s reputation 
beforehand. Liars or sybil liars try then to influence ratings in the system about a user or a service. The 
similarity of direct and received ratings may be evaluated to assess trust in future opinions [61], [62]. 
To avoid the manipulation of ratings, Quercia et al. propose to store them in tamper-proof tables 
certified by witnesses [63], [64]. Since one cannot prevent users from generating multiple identities, 
one way to limit the influence of sybils is to proactively establish trust in the identities being genuine. 
In classical networks, trust is established by a certificate authority (CA) through a public key 
infrastructure (PKI) [65]. In a pure opportunistic network this approach is useless since no fixed 
infrastructure and thus no authorities can be assumed. The CA duty can, however, be distributed to 
nodes which can generate their own credentials and sign certificates of others when paired. Following 
this track, Capkun et al. [66] allows users to build certificate chains similar to PGP under the 
assumption of unconditional transitivity of trust along the chain paths. Other approaches limit trust 
exclusively to consciously selected friends [55] (non-transitive) or small groups [67].  
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Besides crypto-related approaches, trust establishment can leverage mobility properties and network 
structures using the rich set of complex social network tools. For instance, community detection 
algorithms extract the underlying structure with the highest modularity when fed with a network 
topology [68], [69], [70]. Distributed versions for opportunistic networks such as proposed by Hui et 
al. [54], [71] classify users in different categories, e.g., friends, familiar strangers, and strangers. Each 
category can be assigned different trust values, for example in order to choose trustworthy forwarders 
in DTNs. This approach, however, defines strict categories and was not designed with security in mind 
especially against sybil attacks. 

4.3 Identity and Privacy 

The increasing number of social network users, as the emergence of large data farms for cloud 
computing services or the design and implementation of complex architectures of sensors and devices, 
permit to collect a huge amount of data concerning identified or identifiable subjects. In many cases 
the informational power that is related to these databases is in the hand of a limited number of entities, 
big private companies or governments. This concentration on power is due both to the role that the 
subject assumes in the data flow and to the availability of technical and human resources for the 
analysis of the information. 
 
From this point of view, considering the existing relationship between big private companies and 
governments, it is evident that identity, trust and privacy should also be considered taking into account 
the possible consequences in terms of social control and the effects of solutions of trusted digital 
identities on individuals and groups. 
 
The EU proposal for a General Data Protection Regulation offers some means to protect individual 
privacy, although it does not seem counteracting effectively the existing asymmetry between the data 
subject and the owner of big data. Possible measures to reduce these risks may arise from the adoption 
of privacy by design techniques, but it is also necessary to reflect on a global agreement, at an 
international level, in order to control and limit the informational power that derives from mass data 
collecting and data mining. From this perspective an interesting research thread is represented by the 
analysis of the relationship between social control and digital identity, in order to define the existing 
risks and the possible solutions. 

 

4.3.1 … in Online Social Networks 

  
The recent boom of social networking platforms has lead to a dramatic shift in how people behave, 
spend their time and interact with others, but it has also opened new venues to mine, and potentially 
misuse, information about ourselves and our lifestyle. Activities of users and their interactions with 
their friends are for example now analyzed to obtain personal profiles, which can be used for 
marketing activities, but also help companies determine whether a customer can be deemed 
“influential” and should consequently receive a better treatment than others [20]. Information on 
relationships, personal habits and interests can be taken into account when assessing risks and rates 
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when applying for health insurance [21], and face recognition performed on photos stored in online 
social media allows the re-identifications of persons in other contexts, such as identifying passerby’s 
in camera recordings to deliver targeted billboard advertisements [22]. 
 
In consequence, much research has recently started to identify issues related to how information is 
leaked by social networks, which dangers for privacy exist, and how it is possible to maintain privacy. 
Gross and Acquisti [23] analyzed patterns of information revelation in OSNs and privacy implications 
in the “early” stage of Facebook. An amazingly high number of 89% of users in their dataset provided 
their real name. Other attributes like phone number, birthday, home town, address etc. were also given 
by the majority of the users. Different techniques to infer private information like reidentification of 
users by analyzing the postal code and their birthday are presented. Face re-identification to identify 
users on different sites or even identity theft of the users social security number was shown to be 
feasible. The basic information provided by the user (normally picture and name - information 
requested by most social networks) is enough to identify a person [6]. A solution based on “Virtual 
Social Networks” has been proposed in [9]. 
 
The role of third party sites in tracking users of OSNs and obtaining private information is investigated 
by Krishnamurthy and Wills [24, 25]. In most cases, a user has no possibility to control all 
applications that track profile data. Users are not aware which data is accessed by them and what the 
different services do with this data. 
 
The possibility for involuntary personal information leakage in current social networks is highlighted 
in [37], e.g. by means of certain OSN features like annotating or tagging user photos, and its effects 
are demonstrated in [34]. Even though very few OSN users (only 6% [44]) trust strangers with their 
personal information, operators allow strangers to access a user's profile; e.g., Facebook allows any 
application developer to access a user's profile. 
 
Apart from the social network providers, the users themselves may undermine the privacy of other 
participants, e.g., when their common contacts have to be exchanged [1,3,5,7,8]. Multi-Party-
Computation techniques are especially relevant, when thinking about the arising paradigm shift that 
leads from a direct bilateral communication between individuals to a communication structure 
involving an un-trusted third party. This party is able to generate large amounts of personalized 
information using data mining algorithms. Because of that, it is required to develop and also 
implement privacy preserving mechanisms into the currently omnipotent social networks [6, 10]. 
 
Lockr system [38] improves the privacy of centralized and decentralized content sharing systems. It 
allows users to control their own social information by decoupling the social networking information 
from other OSN functionality using social attestations, which act like capabilities. However, these 
social attestations are used only for authentication and authorization is enforced using separate 
authorization policies. Persona [39] uses attribute-based encryption to realize privacy-preserving 
OSNs. The attributes a user has (e.g., friend, family member, colleague) determine what data he can 
access. The NOYB approach [33] adopts a novel approach for preserving content privacy. They 
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observe that if users address their privacy issues themselves by hosting encrypted content on OSNs, 
they could be expelled from the OSN by the OSN operator. Hence, they propose to replace users 
profile content items with “fake” items randomly picked from a dictionary. NOYB encrypts the index 
of the user's item in this dictionary and uses the ciphered index to pick the substitute. On the other 
hand, flyByNight [40] encrypts the users' content that hosts on the OSN. 
 

Because of the knowledge about friendships in OSN and the fact that those relations are mostly built 
between individuals having similar interests it is still possible to infer private attributes of a user from 
his friends even if the user has a profile which is not visible to everyone. McPherson et al. [26] 
discussed “homophily” as a concept that limits individuals to connect only to others having similar 
attributes. The strongest divisions are based on race and ethnicity followed by age, religion, education, 
occupation and gender. Hence, ties between non-similar users are either not constructed or dissolve at 
a higher rate. This leads to social niches in the social space. 
 
He et al. [27] constructed a Bayesian network assuming that direct neighbors have a higher overlap 
than users multiple hops away. It is shown that privacy can be indirectly inferred via social relations 
and mathematically over multiple hops. He et al. use an influence strength which is defined as the 
conditional probability (P(A|B)) that user A has an attribute given a friend (B) has the same attribute. 
By using friendship information and group attendance information, Zheleva and Getoor [28] showed 
for different OSNs that it is possible to infer private attributes using group and friendship information. 
Blenn et al. [29] further demonstrate that it is feasible to reconstruct large parts of private profiles from 
social networking sites; in consequence the current practice of privacy protection by obfuscation needs 
to be reevaluated. 
 
It is evident that the term “privacy” lacks a clear definition in social networks. What is even more 
daunting is that even if a definition is used, it is impossible to explain user disclosure practices on 
social media [45] or why they are against a certain Facebook innovation, but never change their 
settings accordingly [46]. In order to better understand what users are doing in terms of disclosure on 
social media, we need to expand our scope to trade-offs that influence disclosure decisions beyond 
privacy. Christofides et al. found that popularity was a more important driver to disclose personal 
information [47]. Social media (and web related services in general) are not using adequate measures 
to inform users [48]. They are in fact nudging uses to neglect informing themselves and changing 
privacy settings accordingly [49]. These design decisions are commercially motivated because 
targeted advertising is the biggest (and usually only) revenue stream of social media. 
 
As described, it is usually vague to identify which data are sensitive and how they could be protected. 
In addition, the type and origin of the adversarial entities can be misleading. Consider the following 
example, where the social network provider (Facebook) is a semi-trusted party, acting as a relaying 
between the users and additional third parties. Facebook can play the role of both the social network 
and platform provider, while Zynga plays the role of the third party using Facebook's platform to offer 
games. The users do not want their data to be sent on not fully-trusted entities like Zynga; however 
they have to provide some data like their name and friends that play the game in an unmodified state. 
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On the other hand, Zynga has to rely on Facebook that it will provide the authentic data in order to 
offer the users their expected experience. In this example, Facebook is not considered adversarial, but 
a semi-trusted third party [2] in the sense that it does not conspire with either of the users or Zynga. 
 
4.3.1.1 Privacy Preserving of OSNs in a p2p manner 

Recently, the issue of using decentralized infrastructures for organizing OSNs in a privacy-preserving 
manner, was addressed by the research community [30], [35], [41], [31]. PeerSon [41] adopts 
encryption mechanisms for content storage and access control enforcement. It uses a two-tier 
architecture in which the first tier is a DHT, which is used as a common storage by all participants. 
The second tier consists of peers and contains the user data. The DHT stores the meta-data required to 
find users. Peers connect each other directly, exchange the content, and then disconnect. 
 
[35] addresses privacy in OSNs by storing profile content in a P2P storage infrastructure. Each user in 
the OSN defines his own view (“matryoshka”) of the system. In this view, nodes are organised in 
concentric rings, having nodes at each ring trusted by the nodes in its immediate inner ring, with the 
user node being the center of all rings. The user's profile data is stored encrypted at the innermost ring, 
which is accessed by other users through multi-hop anonymous communication across this set of 
concentric rings. In the DHT, an entry for a user with the list of nodes in the outermost ring is added. 
Thus, [35] achieves both content privacy (using encryption) and anonymity of searcher and hosting 
nodes, yet limited content discovery and profile availability. 
 
In [30], a decentralized OSN, Vis-a-Vis is proposed, where a user's profile content is stored at his own 
machine called as virtual individual server (VIS). VISs self-organise into P2P overlays, one overlay 
per social group what has access to content stored on a VIS. Three different storage environments are 
considered: cloud alone, P2P storage on top of desktops, a hybrid storage, and their availability, cost, 
and privacy trade-offs were studied. In desktop-only storage model, a socially-informed replication 
scheme was proposed, where a user replicates his content to his friend nodes and delegates access 
control to them. However, normally, a uses trusts only a fraction of his friends to the extent of 
delegating access control enforcement. 
 
In [31], a decentralized OSN infrastructure is proposed organised over a P2P overlay. Users delegate 
access control to their trusted friends, while profile replication is employed for improving availability. 
Different profile placement algorithms have been proposed based on different criteria and profiles are 
indexed by a privacy-preserving DHT [panacea] for data searchability. 
 
Tribler [42] is a P2P file sharing application which exploits friendship relationships, tastes and 
preferences of users to increase the performance of file sharing. However, in Tribler, users host their 
own profile and therefore profile placement for high availability and low access or consistency cost are 
not considered. Finally, LifeSocial [43] is a P2P-hosted OSN where users employ public-private key 
pairs to encrypt profile data that is stored in a distributed way and is indexed in a DHT. Friends can 
read a user's profile based on a symmetric key that is encrypted with their public keys. 
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4.3.2 …in Internet of Things, clouds and sensor networks 
 

The “old” Internet, where data were mainly provided by single servers (machines) and used by clients 
(humans) is currently undergoing several drastic paradigm shifts, triggered by the numerous advances 
in fields like miniaturization, internetworking as well as cost-effective production of devices. New 
concepts have been originated from cloud computing to the Internet of Things as well as intelligent 
wireless sensor devices that are integrated into the global network and provide environmental data not 
only to human clients, but also to each other, to autonomously achieve an added value. In the 
following we briefly discuss the identity and privacy issues that have been arisen with the advent of 
each of these technologies. 

 
Internet of Things: RFID and similar tags are becoming ubiquitous in logistics, access controls and a 
wide range of other applications. There has been some research into privacy-friendly tags, which can 
only be read by those possessing the appropriate cryptographic keys [11, 12]. There has also been 
some consideration of public policy options to encourage the adoption of such systems, including the 
use of European codes of practice [13] and other regulatory options for protecting privacy in remotely-
readable tag systems [14].  
 
Clouds: Consumers, businesses and government agencies are making increasing use of remote storage 
and computing resources over the Internet. Where personal data is being stored or processed, this can 
raise significant privacy issues. Research has focused on improving the security of “cloud” servers 
using techniques such as strongly enforced virtualisation [15]; and on allowing encrypted data to be 
processed, reducing the ability of server administrators or intruders to access original data - although it 
seems that this approach has some severe limitations [16].  
 
Sensor networks: Tiny low-powered sensors and actuators are becoming increasingly pervasive in all 
kinds of environments, both dedicated (e.g. pollution detectors, heart monitors) and contained in more 
general-purpose devices (such as smartphones). The “Safeguards in a World of Ambient Intelligence” 
project defined a number of “dark scenarios” that imagined how this technology could develop in 
ways that damage social values such as privacy and trust [15], as well as legal safeguards to prevent 
these scenarios from coming about [16],[17]. 

4.4 Semantic Networks 

Semantic (overlay) networks (SON) [1] extend on the idea of clustering related data in a structured 
overlay network for efficient retrieval. We assume that the semantics of information objects, either 
structured data or unstructured content, are given by a model that allows to express semantic 
proximity, i.e., whether two objects have a similar meaning. This model is given by mapping of the 
information objects into a metric space, in which the distance function captures the semantic 
proximity. Resources and interests of nodes can then be equally modeled as points or regions in such a 
semantic space. The overall goal of constructing semantic networks is to extend or modify an overlay 
network structure, such that semantic locality is achieved. As a result, nodes with similar resources or 
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interests are better connected. This has two effects. Nodes can find more likely content relevant to 
their needs in their immediate neighborhood. And when searching for a specific type of content, the 
results tend to be clustered in a region and can thus be more efficiently retrieved. The notion of 
semantic networks applies to Semantic Web, Webforms/ Linked Open Data, Web Trust, semantic 
mapping, and more. 

According to [1], different types of features can be used to characterise the semantics of a resource, as 
follows: 

1. Categorization. Resources are assigned with one or more predefined categories. The categories can 
be application-specific or be taken from some general-purpose classification schemes or ontologies. 

2. Full text description. Resources are annotated using a full text description. The semantics of such a 
full text description is usually derived from the statistical features of the text such as the tf-idf measure 
used in full text retrieval. 

3. Multimedia features. If the resources consist of media files, such as image or audio, feature vectors 
can be extracted using content analysis tools. 

The concept space may exhibit some additional internal structure. The two most common cases found 
for the construction of semantic overlay networks are: 

1. Flat concept spaces. They exhibit no internal structure. 

2. Hierarchical concept spaces. Organise the concepts in an hierarchical structure, either a tree or a tree 
with some additional relationships such as terminological relationships. 

More general internal structures such as lattice structures or general graph structures can be envisaged 
but have so far not been adopted in the construction of semantic overlay networks. Finally, and most 
importantly, the concept space is equipped with a similarity function that measures the semantic 
similarity of two concepts and is at the heart of creating an overlay network structure with strong 
locality properties. 

We find the following two basic classes of similarity functions among categories: 

1. Boolean similarity function. This type of function can only distinguish whether a given concept is 
present or not. Though simple, it is used in some cases. 

2. Real-valued similarity function. This type of function assigns real values in the interval [0, 1] to 
pairs of concepts and enables a rich structuring of the concept space. From the similarity functions for 
single concepts, in general, similarity functions for concept sets are derived. For the case of boolean 
similarity function, this may result in more complex similarity measures for concept sets. 
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When using flat concept spaces [2, 3], the similarity among two concepts c1 and c2 degenerates to the 
equality function, such that sim(c1, c2) = 1 iff  c1 = c2, i.e., a Boolean similarity function. For sets of 
concepts, related, for example, to collections of queries or resources, a profile can be derived by 
constructing the frequency distribution of the concepts in the sets. Similarity among concept sets can 
then be computed similarly as similarity for term frequency vectors in full text retrieval using the 
cosine similarity measure. 

Hierarchical categorization has been widely used [4, 5, 6, 7]. The hierarchies are taken from domain 
specific ontologies, e.g., the ACM topic hierarchy, generic ontologies, such as Wordnet, or one of the 
abundant hierarchical categorizations found on portal sites on the Web. With hierarchical 
categorization, the problem of determining the similarity among two concepts becomes more complex. 
Sophisticated methods are used to define similarity of concepts by exploiting the hierarchical structure 
of the concept space. Examples of such measures are shortest path distance, weighted path distance, 
GM distance (relies only on the height of the concepts in the hierarchy) [50]. For comparing the set of 
concepts related to a query Q with the set of concepts related to a peer profile R, the similarity metric 
in [5] can be employed. Additionally, for comparing profiles of different peers, the similarity function 
in [8] can be applied. 

Concepts extracted from text or media files are usually represented as vectors in high-dimensional 
feature spaces [8, 9]. Similarity among concepts is then computed in the simplest case as the cosine 
similarity among the feature vectors. More sophisticated similarity measures are found in particular for 
text retrieval, such as generalized tf-idf measures or similarity measures based on language models 
[10]. 

According to [1] the approach to constructing a semantic overlay network is to a certain extent 
orthogonal to the choice of the concept space and its similarity metrics. A first distinction can be made 
with respect to the criterion used to establish links between peers that are semantically close, i.e., the 
semantic clustering strategy. Three main approaches can be distinguished here. 

1. Interest-Resource clustering. Peers create preferably links to peers that hold resources of interest to 
them, typically to peers that have provided useful answers to queries earlier. As a result, peers can 
more easily find relevant resources and peers with common interest profiles tend to cluster around 
peers holding related resources. 

2. Resource-Resource clustering. Peers create preferably links to peers that hold similar resources. As 
a result, peers with similar types of resources tend to cluster and access to resources of a specific type 
is localized and thus more efficient. 

3. Interest-Interest clustering. Peers create preferably links to peers that have requested similar types of 
resources the peer is interested in. In this way, peers obtain links to recommenders that might be 
particularly knowledgeable where to locate specific types of resources. 
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A second distinction can be made with respect to the mechanism that is used to create the semantic 
overlay network. Here we can distinguish two main classes of approaches: 

1. Protocol-driven overlay network creation. The connectivity of an existing, typically unstructured, 
overlay network is augmented or modified through protocols that implement preferential attachment to 
peers with related interests or resources. In this way, initially unstructured overlay networks are 
gradually transformed into increasingly structured overlay networks that cluster semantically related 
peers. 

2. Mapping to a structured overlay network. The concept space is mapped to the identifier space of a 
structured overlay network, by preserving the proximity of semantically close concepts. This assures 
that semantically related peers are clustered with the structured overlay network. With this approach, 
the structure of the semantic overlay network is explicitly specified and structural properties and 
performance characteristics can be given. 

4.5  Economic Perspective  

The economic perspective considers the implications of “network externalities” on economic 
outcomes (including innovation), the importance of specific interaction structures for trading, 
communication and other outcomes, and the competitive and efficiency consequences of (primarily 
physical) transportation, energy and communication networks. There is a growing field of research 
between economics and network theories [10]. Innovation networks have been studied extensively in 
modern economics, in particular in fields as institutional economics and evolutionary economics. 
Empirical observations show the role of collaboration in R&D driven industries in innovative sectors 
such as biotechnology [11]. Knowledge becomes embedded in networks rather than remaining an 
exclusive resource for some economic players [12]. Networks of interaction create a new specific 
locality between firms. From an economic point of view, the question arises, how “neighbourhoods” 
in knowledge exchange networks and “neighbourhood” in a geographical sense are related to each 
other. It has been discussed widely that the “death of the distance” is a myth and that regional 
innovation systems do play a role even in a globalized economy where internet seems to make local 
encounter superfluous [13]. However, interestingly there seems to be a correlation between hubs of 
Internet traffic and clusters of innovative firms [14]. The emergence of the Internet both enables and 
requires new forms of collaboration. As an example, the structure of large scale collaboration in 
software development (around the globe) has been discussed from a complex networks perspective 
[15].  While there is in general an emphasis on the surplus resulting from economic networks, it is also 
evident that collaboration does not come without costs. In some cases this cost-factor can even lead to 
a breaking down of networks (dying and not evolving, growing networks) [16]. 
 

4.5.1 Background 
 

In a technical sense, the internet is a network, allowing transportation of data in between different 
physical locations. This technical development, the emergence of computer networks and the internet 
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in general, not only had revolutionary implications on the telecommunications domain, but changed 
our everyday life drastically. Telecommunication networks and connectivity have influenced the way 
people communicate, look for information, spend their free time etc. 
 
Indirect effects are effects for one actor, caused by actions of another actor. General examples include 
air pollution (negative indirect effect) or the effect a large investment project can have on national 
employment rate (positive indirect effect). Specific indirect effects resulting from the presence of a 
fast and stable internet connection are for instance e-Health services that make sure that elderly can 
stay longer at home, e-Government services, which result in large savings in the administration 
expenses of a city and many more. Indirect effects also include network externalities, i.e. when the 
advantage of subscribing to the service or buying the good increases when the number of users 
becomes higher (e.g. the telephone network: the more people owning a telephone, the more valuable 
the network becomes to all) [1],[2]. 
 
Although it becomes widely accepted that these effects have a (positive) influence on society, they are 
usually not taken into account when investigating cost-benefit analyses of deployments of new and 
faster internet networks. This section will identify the most important effects for the sectors of society 
under influence, and give first quantification results from previous literature studies. 
 

4.5.2 Identification of sectors, services and effects 
 

Getting to a good and complete overview of all important effects requires a systematic approach of 
identification. Starting from the society as-a-whole, different sectors that can be influenced by the 
internet, should be enumerated: eBusiness, eGovernment, eHealth, eEducation and eEntertainment. 
Note that the “e-” is included in every sector, indicating the implicit changes caused by the presence of 
a fast and stable broadband connection. Also, note the “fast and stable broadband connection” 
definition instead of purely referring to “the internet”, as some services and effects can be observed as 
soon as an internet connection is present, while others only make sense if the connection is fast and 
stable enough to support e.g. high-quality video or security. 
 
The next paragraphs will describe the different sectors briefly, and try to give an indication of the most 
important effects these sectors experience. Where available, results from previous literature and 
studies will be included to give a first estimate of the monetary value of these effects. 
 
4.5.2.1 eBusiness 

The Business sector could benefit significantly from the availability of a fast and stable broadband 
connection, both at the office and at the employee’s home. When thinking of eBusiness and its 
advantages, one mainly mentions the possibilities to work from home (also referred to as teleworking) 
and the opportunities that arise from high-quality videoconferencing. 
 



 Survey on Internet Science Research 

 

27-Apr-12    FP7-288021 – ©The EINS Consortium  Page 34 of 84 

Teleworking reduces traffic and saves in commuting time, which entails huge savings in fuel costs and 
gives the employee more free time. Columbia Telecommunications Corporation calculated a decrease 
of 649 miles and 25.5 hours per employee per year (for the region of Seattle in the VS) [2]. Climate 
Risk saw an opportunity of decreasing the number of business trips by one third [3]. Plum Consulting 
agrees that, through using HD videoconferencing, 10% of flights used for business travel, could be 
avoided [4]. 
 
4.5.2.2 eGovernment 

eGovernment (or electronic government) is a platform that allows to offer city administration and 
other public services through an application running over the internet. This so-called e-counter reduces 
the number of visits to the administrative center of the city, and enhances the quality of the services 
offered. On a larger scale, these kinds of services can also be used for online filing of other types of 
requests, e.g. taxes (already operational in Belgium via TaxOnWeb [5]). 
 
Previous studies showed that the large savings could be primarily found in time reductions and 
reallocation of administrative personnel. Price Waterhouse Coopers [6] calculated that, in the UK, 
granting driving licenses online instead of through the traditional manner would save 35 minutes (5 
minutes online time versus 40 minutes traditional time – 37 minutes travel time and 3 minutes waiting 
time). Furthermore, postal and process costs could also severely be reduced (€1.06 per application). 
The same study concluded that the British government could save about €5 per customer when filing 
its tax returns online. 
 
Another study performed by the Flemish Ministry of Finance and Planning investigating the effects of 
requesting building permits online [7] resulted in savings of about €12 million for the Flemish 
municipalities, mainly by reallocating the time of the administrative personnel (4-6 hours saved per 
building permit). 
 
4.5.2.3 eHealth 

Structural changes in the health sector – transforming into eHealth – could entail huge savings in both 
care and personnel costs. These savings can be found especially in healthcare for chronic illnesses, 
elderly and people living in remote areas. 
 
Currently, the highest healthcare costs for hospitals are to be found in taking care of the long-term, 
chronically ill people and elderly. These need constant monitoring, and currently, this is only possible 
in hospitals in most of the cases. A study performed by Columbia Telecommunications Corporation 
[2] calculated that the average hospital stay could be reduced from 14.8 to 10.9 days, that the number 
of visits to general practitioners could be decreased with 10% and emergence visits with 63%. 
Furthermore, monitoring equipment could bring back the average stay in care homes for elderly from 
2.5 years to about 6 months, entailing savings of $50 000 per person. Price Waterhouse Coopers [6] 
also calculated that applying telemedicine for the chronically ill could bring down the costs per patient 
from $1166 to $335 per year. 
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4.5.2.4 eEducation 

Offering courses online and/or making use of videoconferencing tools for educational purposes are the 
most important effects of broadband to be mentioned in the education sector. University student are 
hereby offered the opportunity to follow lectures online (the Open University concept, already applied 
in the Netherlands [8]), or students can actively participate in a lecture given by a professor at another 
physical location using the tele-classing system (already operational in a cooperation between the 
universities of Ghent and Brussels in Belgium). 
 
Some previous studies indicate that the availability of ICT improves the results of students after the 
age of 16 years, and increases the percentage of higher educated student with 1% [6]. The New 
Zealand Institute [9] further estimated that having courses available online will reduce travel costs 
with 20%. 
 
4.5.2.5 eEntertainment 

The last sector that is to be noted to have a large impact from the internet is the entertainment sector. 
Gaming gets a totally new dimension when it becomes possible to directly compete with fellow 
gamers in an online, real-time environment. Social relationships with relatives abroad are much easier 
to maintain, and information retrieval becomes much faster and broader by being able to search for it 
on the World Wide Web. 
 
The eEntertainment sector is probably most directly impacted by the internet, but advantages for the 
society are not easily calculated, they mostly refer to individuals’ perspectives. Therefore, this sector 
is not of main focus in most previous studies, and results are based on estimates, rather than actual 
savings calculations. 
 
4.5.3 Research directions 

 

It is beyond doubt that the internet already had a huge effect on our everyday life, and that the current 
and upcoming developments in ICT will have a large impact on the way of living in the future. 
Technical upgrades of networks require typically a high upfront investment, and are frequently 
postponed with the argument that the “normal” customer revenues don’t cover these investments 
completely. This chapter gave an indication of other kinds of “revenues” (mostly cost savings) that the 
internet and availability of broadband connections could entail, and that could help to fill the “revenue 
gap” for future investments in ICT networks. 
 
Future research directions include the potential quantification of these revenues/savings for the 
different sectors listed above. Both macro-economic (top-down) as well as case specific (bottom-up) 
approaches can be used.  



 Survey on Internet Science Research 

 

27-Apr-12    FP7-288021 – ©The EINS Consortium  Page 36 of 84 

4.6 Game theoretic Perspective  

The game theoretic perspective shares with Network Science a focus on graph theoretic 
representations, but focuses on deliberate rather than random dynamics and distinguishes behavioural 
choices at nodes from decisions to make, break, use or alter network links. There are several related 
approaches. Roughly, one considers the behaviour of individuals in networked environments (e.g. the 
way ‘local’ interactions with network neighbours influence strategic choice and evolution of 
conventions (Kandori-Mailath-Rob [10], Young [13], [14], Morris [11], etc.); another considers 
players’ strategic choice of network connections (Aumann and Myerson [1], Jackson-Wolinsky [8], 
etc.). These are not wholly distinct; in games of communication (e.g., Dutta and Jackson [3]), 
messages dispatched through the network create linkages (at least of awareness). At a deeper level, the 
network perspective changes the interpretation of the basic elements of a game itself; players may 
have diffused, overlapping, shared or otherwise ‘networked’ identities, preferences, powers of action 
(individual, linkwise, groupwise) and information. Indeed, it is reasonable to consider rational 
individuals as networks in themselves. Four further observations that contribute to a synoptic view of 
the extensive related literature are: 

 
• Game theory is based on assumptions of rational behaviour, but rationality itself may have a 

‘network’ character. For instance, the cognitive framing approach of Bernheim and Rangel [2] 
(inter alia) codifies rationality as: identifying a range of alternatives; associating with each a 
range of possible consequences; evaluating these ‘packages’, ‘bundles’ or ‘lotteries over’ 
consequences; and picking the best. Clearly, the awareness attached to the first two steps 
depends on a framing that can be visualised as a network of attention or salience. Even 
evaluation and choice (or at least implementation) have a stepwise character by which 
immediate consequences give rise to indirect or wider impacts. Both in the ‘real’ world and in 
the mind of the player, these are themselves networked and (in the actual play of the game) 
affected by the choices and behaviour of others to whom the player is linked. 
 

• The literature analysing behaviour in networks tends to treat network structures as fixed; the 
‘evolution of conventions’ or games of network formation literature tends to treat the payoffs 
to different structures as fixed (at least in aggregate as a ‘value function’ that can be parcelled 
out to the players through an allocation function or explicit processes of negotiation or 
bargaining or conflict). These are clearly ‘corners’ of a more general model in which both 
structural and behavioural change occur at very different time-scales; removing this temporal 
isolation produces some quite startling and novel effects. This has implications for Internet 
dynamics as well - these seem to show punctuated equilibrium behaviour, where long periods 
of gradual and local structural change are interspersed with brief episodes (triggered by events 
like the Arab Spring or technological or service changes) of rapid and widespread alteration - 
and by periods when behaviour changes faster than structure interspersed with periods of 
structural change when behavioural habits change little if at all. 
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• Most models assume (with the exception of a few recent and simplified examples) that players 
in network formation games know the structure of the networks they inhabit. If they do not, 
the model changes radically. For example, in the standard ‘agreeing to disagree’ model, 
players’ information about the state of the world is summarised in personal partitions on a 
common state space (typically the unit interval with a partition into some Borel subsets). 
These partitions are common knowledge; players communicate by means of an observable 
signal or language that maps events (elements of the field generated by the join of the 
individual partitions) into public signals or actions (e.g. moves in a game that maximise 
conditional expected payoff). If the players form a clique, the dynamics converge - at each 
stage players refine their beliefs based on the signals emitted by all players and their personal 
partitions get finer and finer in a perfectly predictable way. If the players are in a network, this 
process becomes divergent - to interpret a neighbour’s moves at the second and subsequent 
rounds means forming a conjecture about what that neighbour’s neighbours might have done 
or said - and thus a diverging network of conjectures. The situation is even more complex if 
the player does not know to whom his neighbours are linked - in this case the incomplete 
information (partition) on the states of the world and strategy choices must be complemented 
by a partition on the set of possible networks.  
 

• In competitive settings that are typically approached in game-theoretic terms, nodes may 
exhibit a broad range of behaviors reflecting different perceptions, or even philosophical life 
stances when actors coincide with humans, as to what is “rational”, “sensible”, and “useful” to 
them or their fellow nodes. Moreover, their actions are also a function of the particular 
conditions, e.g., time pressure and availability of knowledge/information about what their 
competitors do. Therefore, nodes may chose to consistently prioritize their individual utility, 
inline with the practices of homo economicus, or behave more altruistically and prioritize the 
social welfare, as homo reciprocans would do. Likewise, when they share common 
knowledge about the practices and priorities of their competitors, they might be capable to 
optimize their actions according to the norms of classical rationality; whereas, under tight 
decision-making deadlines and partial knowledge, their decisions may be driven by more 
heuristic considerations and be influenced by the local environment. Indeed, important 
insights to the process of human reasoning and decision-making have come over the last 
decade from the field of cognitive psychology [15, 16]. The magnitude and the intertwining of 
different determinants (such as needs, preferences, biases) on individual judgments have been 
the subject of research that attempt to dig specific brain regions, probing human decision–
making mechanisms. In particular, the respective literature on cognitive science suggests that 
people draw inferences (i.e., predict probabilities of an uncertain event or assess the 
relevance/value of incoming information), exploiting cognitive heuristics. These results relax 
the assumption of classical rationality and contrast the icon of super-calculator mind that 
decides after fully enumerating all possible actions and their repercussions.  
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4.6.1 Game-theoretic resource allocation  

The resource allocation problem in game-theoretic terms has attracted interest from various disciplines 
under different contexts. Research studies on network – enabled nodes’ transactions devise auction-
based schemes to address the challenge of resource (energy, bandwidth and storage space) sharing 
among multiple networking users [26, 27]. In the same vein, transportation research exploits 
fundamental normative concepts aiming to systematically analyze phenomena on traffic flows (i.e., 
parking spot resource assignment [24, 25]). 

In the following we present several proposed game theoretic resource allocation methods in p2p, cloud 
computing and ad-hoc networks to control the allocation and in some cases motivate cooperation 
among competing users.  

4.6.1.1 …in P2P networks 

One crucial matter in p2p systems is the need for cooperation between peers. However, it is a social 
phenomenon, reported as "tragedy of the commons" [36] that most of the users are reluctant to 
cooperate, and only a small number of them are willing to share their resources, as there is a natural 
incentive for users only to consume but not contribute to a community. 

The same phenomenon is known as "free riding" in the context of file sharing systems, like Gnutella, 
Napster and Kazaa. In Gnutella, for example, it was reported in 2000 [37] that 70% of all users do not 
share files and nearly 50% of all file requests are satisfied by the top 1% of sharing nodes. In 2005, a 
new report [38] indicated that 85% of Gnutella users are free riders.  

Several game-theoretic protocols have been proposed to control the allocation and even motivate 
cooperation in the network. In [39] the Resource Biding Mechanism with Incentive and Utility (RBM-
IU) is proposed according to which the server solves an optimization problem seeking to maximise the 
allocated bandwidth to each competing peer according to its contributions to the network and its 
reported bandwidth demands. The more contributive a peer is in the network the better QoS it will 
receive as an acknowledgement of its cooperative behabiour; therefore cooperation is enforced. The 
game theoretic model of the system of the competing peers who can strategically report their 
bandwidth demands in order to maximize their pay off has proved to have a Nash equilibrium. 

A similar model is presented in [40]. Peers strategically determine the upload portion they decide to 
dedicate for serving other peers, rewarding the best contributors characterised by a reputation metric. 
The reputation of a peer is determined by the upload bandwidth dedicated to the network and 
determines its payoff. A simulation study has showed that the continuous interaction of peers result in 
efficient equilibria. 

In [41] and [42] a game formulation among client-server pairs is considered. A peer acting as a client 
may or may not request a file, while acting as a server can choose to allow downloads or ignore 
requests, following a decision function that tends to penalize free riding behavior. This function, 
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together with the repetition of the game allows for the existence of equilibria other than the inefficient 
noncooperative ones of the classical prisoner’s dilemma.  

4.6.1.2 …in Cloud Computing 

Foster et al. [17] abstract cloud computing as “A large-scale distributed computing paradigm that is 
driven by economies of scale, in which a pool of abstracted, virtualised, dynamically-scalable, 
managed computing power, storage, platforms, and services are delivered on demand to external 
customers over the Internet”.  As such, cloud computing emerges as a promising utility for large-scale 
computing and data storing whereby node resources are offered over the Internet as scalable and on-
demand services [18,19]. Indeed, within the cloud abstraction the term “computing resources” refers to 
both the applications delivered as services as well as the system hardware and software in the 
datacenters that provide those services [28]. 

Within this dynamic and decentralized web-based cloud computing environment, researchers have 
questioned how automated system management, workload scheduling and virtualisation techniques 
can efficiently allocate resources among competing cloud consumers, namely complex cloud-based 
applications consisting of multiple subtasks that communicate each other. The intuitive decision to 
request and use resources at minimum cost (e.g., amount of money for the consumed resources), 
combined with the constrained, even scarce, cloud-based services, highlight the game-theoretic 
dynamics behind the cloud resource allocation problem. In [20] the authors present a QoS-constraint 
resource selection framework seeking to provide scheduling solutions in face of specific QoS 
requirements. Market-based treatment of the resource allocation problem can be found in [21, 22, 23]. 
Drawing on different criteria for resource allocation, the authors seek to couple resource utilization 
with nodes’ (consumers’ and providers’) welfare. 

4.6.1.3 … in Wireless Ad hoc Networks 

Ad hoc networks are characterised by a dynamic topology and often high node mobility providing an 
infrastructure-less but also volatile mean for multi-hop communications. Since no centralised control 
is usually present in ad hoc networks, networking operation like routing must be performed by the 
nodes of the network. However, since nodes have limited energy resources, they would inherently 
decline to cooperate, resulting in the degradation if not collapse of the network. 

Works in [43]-[48], apply game theory to study the nodes’ cooperative or not behavior in these 
networks. The nodal interactions can be represented in general as prisoner’s dilemma where the 
strategy is to forward or reject an incoming packet. While mutual cooperation yields better result for 
all the nodes, the Nash equilibrium is non-cooperation, i.e. not forwarding packets. However the 
common conclusion is that repeated interactions of nodes, together with the adoption of proper 
reactive strategies of nodes can employ more effective equilibria, which is the general result of 
repeated game theory. 

Work in [47] and [48] further investigates the impact of malicious nodes in the overall operation of the 
network. Malicious nodes can have a much more severe impact than the selfish ones, because they 
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obtain utility not only by maximizing their own benefit (as selfish nodes do) but also by destroying 
network operation at the expense of the legitimate nodes who are considerably damaged by ignorantly 
transacting with malicious nodes.  

4.6.2 Game theoretic market entry 

Next to the application of game theory in resource allocation, game theory also offers methodologies 
to assess the competitive interactions of market participants in broadband deployments. As has been 
indicated by [29], game theory is “aimed at modeling situations in which decision makers have to 
make specific actions that have mutual, possibly conflicting, consequences”. 

As such, the competition between different operators, service providers or vendors can be modeled by 
means of a payoff matrix. This matrix has a payoff (e.g. Net Present Value) for all players for each 
possible combination of strategies. This is called the strategic form of the game and allows finding an 
equilibrium in the game. An equilibrium is a set of strategies (one for each player) at which players are 
not inclined to change their strategy. Different equilibrium concepts have been proposed in the field of 
game theory. The most commonly known equilibrium is the Nash equilibrium (NE), which is defined 
as a situation in which no player can gain by unilaterally changing its strategy. In a pure NE, each 
player will use a pure strategy, whereas in a mixed NE, the players can play mixes (probabilistic 
combinations) of strategies [29]. It is often assumed that a game with fully rational players (using this 
equilibrium as criterion) is expected to result in one of the NEs being chosen. 

In techno-economic analyses of broadband deployment, game theory has only been applied in a 
limited number of studies. In [30], the viability of a 3G introduction was studied under different 
market circumstances, where both dominant operators and new entrants compete for market share 
using different price setting strategies. A comparable price game was researched in [31] for competing 
wireless operators using a different access technology (3G and WiFi). Other publications focus on 
competition between wireless operators using other than price strategies [32] or on the competition 
between fixed broadband network operators [33]. 

A more recent field of techno-economics tries to combine game theory and real option analysis 
through the concept of option games [34]. Large investment projects are of particular interest for this 
domain, since uncertainty and competition can largely impact the result of the techno-economic 
analysis [35]. 
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5. Security, Resilience and Dependability Aspects  
 

The Internet and data communication networks in general, serve increasingly critical applications, 
ranging from financial transactions and business operations to support specialized security operations, 
earlier undertaken by mission-specific networks. As a consequence, the impact of all types of failures 
in their operation, whether due to human mistakes or software/hardware faults, as well as political 
decisions and increasingly intelligent and orchestrated, malicious attacks can be dramatic for 
economies and societies as a whole. Therefore, a very important Internet science research direction is 
the study of the security, resilience and dependability of the Internet.  

5.1  Research Directions 

The Internet of the future faces a wide number of challenges and threats. These range from traditional 
security issues over new attacks to privacy issues in an increasingly networked environment. As the 
Internet itself is becoming more ubiquitous, the damage from possible attacks increases in magnitude. 
Threats like botnets or Denial of Service attacks are already affecting millions of devices. This will 
become even more severe, if concepts like the Internet of Things become a reality [1]. 
 
On the other hand, the Internet increasingly hosts critical services which need to be protected. 
Information served over the Internet in real-time is nowadays an economic building block. As such, 
the failure of services like the Web or DNS can lead to huge economical damage. The failure of 
services can even become life-threatening, as in the example of emergency calls performed with Voice 
over IP (VoIP). This leads to an inherent need for network and service resilience [2]. 
 

5.1.1 Challenges in today's Internet for critical infrastructures  
 

While the Internet seems to be quite robust for typical end-user applications like web browsing or 
messaging, other more critical applications may not work in such an environment without risk [3]. 
Routing failures are one reason for outages that may take longer than applications may allow. The 
reaction to failures in intra-domain routing can take several 100 ms [4]. The situation is even worse for 
inter-domain routing. BGP reaction to routing failures can take up to several minutes [5]. Furthermore, 
maintenance errors or attacks can have severe impact on Internet routing. Pakistan Telekom 
accidentally blocking Youtube in large parts of the world is one example [6]. Another example for 
misconfiguration made Cisco routers crash when they received BGP update messages [7]. These 
examples also illustrate another weakness of the current Internet. It lacks security by design. 
Authentication protocols are not essential part of the infrastructure, but built on top, mostly on 
application layer. This allows ARP spoofing, forging of BGP updates or DNS responses [8], and many 
other threats to the Internet's security and, thus, the security of an important critical infrastructure. 
Spam is another example, where the misuse of a service accounts for up to 90 % of the traffic of the 
service. This is also related to the problem that the congestion of the network cannot be controlled. An 
attacked peer cannot tear down undesired traffic. This also has implication for traffic engineering as 
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fixed demands and traffic matrices do not account for unexpected attack traffic [9]. Centralization of 
services is another issue. Imagine a failure at Google. Many people rely on their services and for most 
people such a shutdown may be a shutdown from the Internet as they will not be able to search the 
WWW as they are used to [10]. 
 

5.1.2 Cloud Computing and Virtualised Environments 
 

Network virtualisation is currently being investigated as a possible route towards a future Internet. 
Security in this area, however, has to be studied further [11]. It is yet unclear, whether the security 
benefits will outweigh the security drawbacks. While virtualisation allows operators to confine 
different networks in their own environment, the compartmentalization is not perfect [12]. If this 
technology is adapted in the future Internet, it will require careful planning of virtualised networks 
[13]. With regard to resilience, virtualisation can be used to increase the availability of Internet 
services, ensuring that a service remains operable even in the event of network failures [14]. 
 
Cloud computing is recently becoming part of the critical infrastructure of the Internet in supporting 
government and industry service operations. Cyber-security and resilience in the cloud must address 
emerging vulnerabilities associated with the characteristics of such environments, including: (a) the 
collocation of computation and confidential data of multiple users (multi-tenancy), (b) potential 
exploits in hardware virtualisation technologies, and (c) requirements of processing elasticity [15]. 
Alongside new vulnerabilities, more traditional and established security threats are expected to take 
new forms in a cloud environment [16], including abuse of resources, malicious insiders, malware 
propagations, and account hijacking. 
 
In particular, [17] has investigated a multi-level network resilience approach to online security and 
resilience by looking into extended systems aspects. This research takes into account system and 
device aspects as well as users and their interactions with the network. Multi-level network resilience 
is characterised by the end-to-end monitoring of Internet threats, at both edge and core networks 
(horizontally), and at different layers of the protocol stack (vertically). This ranges from the analysis 
of low-level traffic data to the investigation of high-level vulnerabilities in end-systems. 
 

5.1.3 Network and Service Resilience Management 
 

Resilience management encompasses the traditional FCAPS (fault, configuration, accounting, 
performance, and security) functionalities. The nature of the attacks and challenges a network may 
face typically requires the use of mechanisms across various layers of the protocol stack, across a 
number of administrative domains, and across heterogeneous infrastructures. Therefore, ensuring the 
resilience of a network requires the systematic design and evaluation of resilience strategies, and the 
capture of best practices and experience of network operators into reusable resilience configurations. 
Central to this strategy is the management and reconfiguration of interacting detection and remediation 
mechanisms operating in the network infrastructure [18]. An active research topic is the investigation 
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of how management policies [19] can be used to control the operation of these mechanisms, and how 
they should be reconfigured in the face of new types of challenges or changes in their operational 
context, e.g., high resource utilisation, or performance degradation. Recently, [20] has proposed the 
notion of multi-stage resilience strategies, in which the policy-based configuration of a set of detection 
and remediation mechanisms is dynamically refined as new information about challenges becomes 
available. 
 
Further, [21] has defined a framework and process for the design and evaluation of network resilience 
management. The framework enables (1) the offline evaluation of resilience strategies to combat 
several types of challenges, (2) the generalisation of solutions for coping with different challenge 
behaviours into reusable resilience configurations, called patterns, and (3) the rapid deployment of 
appropriate patterns when challenges are observed at run-time. For the offline evaluation, a policy-
based resilience simulator [22] has been used, which is based on an integration between the 
OMNeT++ network simulator [23] and the Ponder2 policy framework [24]. The toolset supports the 
simulation of a range of network challenges, and the reproduction of the policy-driven interactions 
between the mechanisms used to combat such challenges. The simulation environment is valuable for 
the understanding of the different challenge profiles and candidate mitigation strategies, before they 
are implemented on physical devices in the network. By capitalising on successful resilience 
configurations, one can derive generalised patterns for different challenge behaviours. Patterns thus 
support the notion of reusing tested solutions for known problems when building strategies for 
network resilience. Furthermore, a promising research direction is the application of such techniques 
in the context of resilience in clouds and virtualised environments, considering the types of challenges 
and attacks specific to these environments. 
 

5.1.4 Analyzing and Modelling of Network Robustness 
 

A network consists of a topology specifying the nodes and their inter-connections (“links”). Networks 
are of interest because of the dynamic process for which the network is designed. Examples are power 
transport and information transport. 
 
The huge complexity in communications networks (due to a multi-layer protocol suite, different 
aggregation levels, missing service metrics that adequately capture and define robustness properties, 
and a dynamically changing and uncertain topology) illustrates why, at present, a framework to 
compute network robustness is still lacking. 
 
A wealth of procedures to evaluate and improve network robustness has been proposed over the last 
50 years. A literature overview of the proposed frameworks for resilience (here as well called 
robustness) is presented by Cholda et al. [25]. The first approach to network robustness was in the 
context of network reliability [26], [27], [28], [29], primarily aiming at connectivity measures, both 
deterministic and probabilistic. Network nodes and links are weighted with failure (survival) 
probabilities and graph theoretic tools together with Boolean logic techniques are used to compute the 
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connectivity between arbitrary network endpoints (terminal reliability) [26], [27], [28] and for the 
network as a whole (network reliability) [29]. The probability of a graph to remain connected after a 
number of network component failures is studied using graph percolation in [30], [31] and reliability 
polynomials in [32], [33]. Recently, attention has been given to the study of power law network’s 
reliability [34], [35], [36], since Faloutsos et al. [37] showed that the degree distribution of the Internet 
topology follows a power law. Graph connectivity aspects in assessing network vulnerability are 
discussed in [38]. Overall, reliability studies are a valuable tool to address the risk for network 
disconnectivity via stochastic models. However, reliability studies present two drawbacks. First, 
reliability studies are shown not to be optimal due to the irregular stress cycles of network elements 
[39]. Second, these studies ignore the multi-level service nature of networks. 
 
Performance concerns, on the other hand, are explicitly treated in the performability framework, 
introduced by Meyer in [40]. The term performability was initially launched to cover a class of unified 
performance-reliability measures [40], but soon evolved to a more general theory and tools assessing 
the capability of systems to perform in the presence of faults [41]. Performability studies have been 
trying to incorporate the impact of lower level system processes to higher-level application 
performance. However, the emphasis of performability work is not on the network topology: higher 
levels of abstractions, modeled by stochastic Petri nets and Markovian chains, are necessary to 
compute performability. 
 
Modern network theory has been integrated with dynamic system's theory to understand the influence 
of network topology on the performance of a network’s function or service, which is in general a 
complex dynamic process upon a network. This allows the evaluation and further improvement of the 
robustness of a network with respect to its function. For example, the largest eigenvalue λ₁(A) of the 
adjacency matrix A, called the spectral radius of the graph, plays an important role in dynamic 
processes on graphs, such as the SIS (susceptible-infected-susceptible) virus spreading [42] and the 
Kuramoto type of synchronization process of coupled oscillators [43] and percolation. The SIS type of 
network infection features a phase transition at the epidemic threshold τc=1/(λ₁(A)): when the 
effective infection rate τ>τc, the network is infected, whereas below τc, the network is virus-free. The 
more curious aspect is that the same type of phase-transition occurs at the coupling strength 
gc=1/(λ₁(A)) in a network of coupled oscillators, above which oscillators synchronize. Besides these 

well understood processes, the association between network topology features and the performance of 
a network’s remains still as a challenging question. 
 

 
 
 
 
 
 



 Survey on Internet Science Research 

 

27-Apr-12    FP7-288021 – ©The EINS Consortium  Page 45 of 84 

6. Sustainability Perspective  
 

Latest Research on the Internet seeks to investigate how the Internet can relieve the main problems 
affecting sustainability at planetary scale, including Greenhouse gas (GHG) emissions, energy 
production, sustainable lifestyles and the related problem of climate change. This research dimension 
is very important towards the definition of the Internet Science. 
 
Energy sustainability, especially energy efficiency, has gained increased interest in the past years, 
promising sustainability, reduced costs, and environmental gains. There is already a broad literature on 
the subject and several surveys have appeared, e.g. a recent survey by [1], [2] and [3]. 
 
Internet Science and Sustainability are linked through two major challenges: First, the Future Internet 
architecture has to be energy-efficient itself. Second, Internet technologies should be used to enable 
world sustainability. 

6.1 Towards an energy-efficient Internet 

The worldwide usage of Internet services causes huge power consumption: For ensuring a solid 
communication infrastructure, a lot of different devices, e.g., routers, servers, and clients have to be 
deployed and need to be turned on. So, one question is how the current Internet infrastructure could be 
enhanced or replaced by better, more energy-efficient solutions. 
 
This might be either done by a clean slate approach, i.e., by implementing a completely new 
architecture, or by improving existing techniques. Virtualisation (e.g., see [4] and [5]) is often seen as 
a key technology for the future Internet: Multiple Machines can be migrated, even on-line, to a single 
physical host. This might be more energy-efficient than deploying the services on several hosts and is 
therefore reasonable in times the service is only rarely requested (e.g., at night). Therefore, in the 
context of future Internet technologies, virtual networks could be used that are embedded into the 
physical topology in an energy-efficient way. 
 
Existing work on making the Internet more energy efficient can broadly be classified into: 

1. Measuring and modeling energy consumption 
2. Virtualisation based consolidation approaches 
3. Dynamic rate adaptation 
4. Energy-aware traffic engineering 
5. Energy-efficient network design 

 
6.1.1 Measuring and modelling energy consumption 

 

When measuring and modeling energy consumption, it is also essential to lay out priorities. On the 
short term, access networks and customer premise equipment deserve our attention as they are by far 
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the largest energy consumers in the network. This is mainly due to the high number of devices present 
in this area of the network. However, as we shift towards higher capacity access networks, the core 
networks will also need to be able to carry this capacity at a reasonable energy consumption. Hence, 
on a longer term, also these networks should be investigated [43]. 
 
The specs for networking equipment usually mention some energy consumption values, although often 
only for a specific (e.g., best case/worst case) operating condition. These values may be sufficient for 
high-level energy-aware network design, but may be too coarse for energy-aware network 
management that has to take into account an accurate and detailed view of the energy consumption of 
the specific network in operation. This kind of information is often missing from papers, partly 
because it is considered too equipment specific, and partly because this information is only publicly 
available for a limited number of devices. Moreover, even if these values are available, it is not always 
clear if these values are representative average for similar equipment or not. Substantial differences in 
power consumption per equipment type have been observed in different papers, due to different 
sources. In response to these issues, in [44] reference power consumption values are proposed (based 
on a collection of vendor data sheets) for core network equipment such as IP/IMPLS routers, 
transponders and optical line amplifiers. 
 
Since energy consumption may depend on the dynamic traffic load and its characteristics, the 
consumption pattern may also vary dynamically and consequently needs to be measured frequently in 
order to be able to “steer” the energy consumption, for instance via traffic engineering algorithms. 
Similarly, modelling energy consumption and adopting a benchmark aids in designing and comparing 
energy-aware techniques. 
 
Often it is assumed that there is a linear relation between energy consumption and traffic demand. 
Ricciardi et al. [6] argue that often energy consumption relates to traffic load and consider 3 cases: (1) 
the idle energy model composed of a fixed part and a part that is linearly increasing with the amount 
of traffic, (2) the fully proportional model where there is no energy consumption in absence of traffic, 
and (3) the energy-agnostic case that always consumes a fixed amount of energy irrespective of the 
amount of traffic. 
 
In general, energy-efficiency techniques and models are expected to be able to give good rules of 
thumb, but “greening” a network will also require energy measurements and tailor-made solutions. 
 
6.1.2 Virtualisation based consolidation approaches 

 

Virtualisation is often seen as a key technology for the future Internet. Instead of using the physical 
hardware directly, it is accessed through a virtual abstraction layer. Software is installed at this virtual 
level; the actual access to the real underlying hardware is managed by the virtualisation technology. 
Multiple virtual machines can be installed at the same physical host. They can be migrated, even on-
line, to another physical host. 
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The consolidation of multiple virtual machines onto the same host might be more energy-efficient than 
deploying the services on several hosts and is therefore reasonable in times the service is only rarely 
requested (e.g., at night), because, in this case, it is unlikely that the consolidation results in a 
reduction of quality of service (QoS) [4], [5]. Additionally, one can also look at the potential of 
virtualised servers of replacing high computing capacity at the user premises. By replacing desktop 
and laptop computers with lightweight thin clients and migrating the processing to a data center, large 
efficiency gains can be realized. Moreover, due to a better server management, longer equipment life 
cycles can be realized resulting in an overall carbon footprint reduction. Another possible application 
of virtualisation is the use of a Virtual Home Gateway, where the CPE processor is partly or 
completely moved to a central server [45]. Multiple subscribers can share the processor in time and 
more efficient router hardware is available in the network, resulting in a more efficient power use. 
 
In the context of future Internet technologies, whole network topologies could be virtualised. Various 
networks could then be embedded into a physical network infrastructure. At the side of the network 
infrastructure provider, consolidation techniques could then be used to reduce the power consumption 
level of the physical infrastructure by switching off unnecessary devices [28]. 
 
6.1.3 Dynamic rate adaptation 

 

The energy consumption of a device in general depends on the rate at which it operates, where higher 
rates usually correspond to higher energy values. If the rate of a device can be configured dynamically, 
reducing the rate in times of low traffic demands may save power (e.g., see [7]).  
 
Switching off nodes and links is considered to be an extreme form of rate adaptation and clearly also 
generates the biggest savings in the rate adaptation spectrum. However, it also comes at greater risks 
in terms of network robustness and Quality of Service (QoS). Operating a network at its bare capacity 
minimum is most energy efficient, but conflicts with the notion of having redundant devices for 
resiliency purposes. Similarly, over-provisioning as a means to provide QoS, results in higher energy 
levels. Research is needed to find a proper balance between switching off or adapting the rates of 
nodes and still offering sufficient robustness and QoS performance. 
 
Also in wireless devices, sleep modes offer a promising reduction strategy. When comparing the 
increasing capacity needs for wireless devices and the limited reach over which these capacities can be 
provided, always-on wireless networks will become unsustainable. Hence, a novel access network, 
combining lightweight base stations with intensive sleep mode algorithms, is required to be able to 
provide these high capacities. 
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6.1.4 Energy-aware traffic engineering 
 

Energy-aware traffic engineering (possibly in tandem with QoS routing) relates to finding paths in a 
network that use a minimum amount of energy. For instance, while load balancing was often 
considered good practice to reduce congestion levels, aggregating traffic on as few paths as possible 
may be more energy efficient (since the idle devices could be switched off or operated in sleeping 
mode). Another approach may be to queue (at the expense of some extra delay) packets at the edge of 
the network and transmit them as bursts of packets over the network to impose a more energy-
favorable traffic pattern. 
 
Typically, router hardware will have a certain idle power specified. This is the power requirement 
when no (external) traffic is processed. Energy consumption increases with bandwidth, but there may 
not be a one-to-one relation, since, in addition to bulk bandwidth, also traffic characteristics such as 
packet size or type (IP or MPLS) may influence power requirements [46]. Idle power in most cases is 
a fairly high part (~90%) of the total maximum power dissipation. On the other hand, when looking at 
Ethernet technology, which is seeing adoption in carrier-grade networks, it is possible to reduce power 
down to 25%  of the maximum rated peak consumption simply by adjusting line rates (e.g., 100 Mbps 
– 1 Gbps – 10 Gbps) to carried traffic volume [47][48] (compare to dynamic rate adaptation above). 
This would suggest a similar idle power for layer 2 equipment of ~25% of maximum power 
dissipation. Given this dependency of power requirements on traffic volume and characteristics, 
energy-aware traffic engineering therefore focuses on routing as well as optimal filling of network 
links, taking into account power characteristics and/or models of devices. 
 
In [49], the effect of multilayer traffic engineering and its interaction with hardware improvements 
related to energy-efficiency are examined. Power scaling, where the entire power requirements are 
reduced through iterative CMOS technology improvements, and architectural improvements leading to 
lower idle power are compared, in order to indicate how multilayer traffic engineering reduces energy 
requirements for both cases and how device power characteristics improve these. 
 
Work in [50][51] continues with multilayer traffic engineering, looking at the impact of energy-aware 
routing and lightpath establishment for diurnal traffic variations; the difference between peak and off-
peak traffic volumes can be quite large (e.g., 4:1) as shown in [52][53]. Multilayer traffic engineering 
is shown to lead to savings in power requirements of more than 40% during off-peak hours, using 
rerouting and switch-off. Taking into account the power characteristic of equipment when devices of 
varying energy efficiency are used in a network can provide an additional 10%+ reduction. 
 
Many of the related papers focus on aggregating traffic based on different energy models. Their 
approach is often fairly similar: either a traffic matrix is assumed and an Integer Linear Program (ILP) 
is proposed, e.g. [8] and [9] or dynamic traffic is considered and a shortest-paths-like algorithm is 
deployed on a network with a certain energy cost per node/link, e.g., [10], [11] and [12]. Less work is 
available on actual implementations and experiments to obtain insights into the gain of energy-
efficient traffic engineering in practice. 
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6.1.5 Energy-efficient network design 
 

Properly thinking about and designing a network will be the best foundation for green networking. 
However, network design is a complex problem, with many constraints. For instance, new equipment 
may be more energy efficient or adaptable than old equipment. Which equipment to use/replace, 
where to place it (some locations may be closer to cheap energy sources or may be in areas of low 
temperature – thus saving on cooling), and how to connect it are decisions that have to be made in 
light of costs, physical constraints and traffic load forecasts. Power-hungry IP routers could be 
optically bypassed through optical cross-connects, while multiple intermediate solutions are possible 
where IP routers are still used at certain points to groom (i.e. bundle) traffic to optimize channel 
capacity usage [54]. Although design problems are complex, they do not have to be solved instantly 
and hence exact solutions (e.g., via an ILP) may be feasible or well-performing heuristics can be 
devised, e.g., see [13] and [14]. 
 
The above classification of the type of work on energy efficiency is fairly generic and hence can be 
considered in different contexts. For example, information-centric networking may dynamically 
deploy caching in the network to provide the requested content from a location as close as possible to 
the user, thereby alleviating the transport network and the originating server, which on its turn may 
reduce energy. Or, with respect to carbon emissions, a follow the sun/follow the wind paradigm could 
be applied to data centers. Data centers are then powered by renewable energy source, with very low 
carbon emissions, and jobs and data is dynamically migrated across large geographical areas to where 
renewable power is available [55]. To reap the “energy” fruits of such a novel networking paradigm, 
new energy-aware algorithms might have to be developed. 

6.2 Internet for energy-efficient power provisioning 

Several mechanisms have been discussed related to how evolving Internet technologies can help to 
increase the sustainability inside the power grid itself and to build a power grid that is really "smart". 
New ways to save energy are explored by looking at a whole ecosystem consisting of energy 
providers, data centers, and end users of data centers. On one hand, data centers can have a great 
impact on the emergence and avoidance of peak loads in the power grid. Currently, peak loads in the 
power grid can only be compensated by highly responsive power plants which, in general, are 
ecologically (and economically) expensive. On the other hand, energy providers can reduce the impact 
of such peaks by balancing the energy sources based on their flexibility and CO2 emissions, including 
renewable energy sources, which have traditionally been difficult to fully integrate into the power grid 
due to their unpredictability. Therefore, ways to adapt the energy consumption of data centers based 
on the current load in the power grid or the availability of renewable energies should be investigated. 
This will help the energy provider to avoid peaks and integrate renewable energy sources into the 
power grid, respectively, by an intensive communication between the energy provider and its 
customers. The All4Green project [27] actively investigates in this. 
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It is true that the use of Internet technologies in current power provisioning is very limited. However, 
for certain appliances like street lighting or electric storage heaters, utility companies can remotely 
control when to switch them on or off. Also, to ensure grid stability, since 2012 all renewable energy 
power plants in Germany which exceed a peak power generation capability of 30kW are required to be 
equipped with remote control devices. 
 
Instead of using IP-based communication, load control is realized by using ripple control in many 
countries. Ripple control uses the electricity grid of the utility to communicate with frequency 
sensitive relays triggering circuit breakers. Technically, the utility creates a ripple control signal by 
superimposing higher frequency signals onto the standard 50 Hz grid power signal. These control 
signals are usually in the range from 100 Hz to 2000Hz. On the client side, the control signals are 
decoded and can be used to trigger relays that switch the power to certain devices. 
 

6.2.1 Role of AMI and multi-agent systems in smart grids 
 

In addition, in the smart grid there will be a massive adoption of distributed generation technologies, 
especially based on renewable sources, which will dominate more traditional forms of large-scale 
centralized generation. Furthermore, a significant portion of the grid users will be energy prosumers. 
As a consequence the smart grid must be a fully bidirectional electric network where, in principle, 
power flows could be “routed” over circuit paths established between any pair of grid points [15]. On 
one hand, this will induce a profound technological transformation of the existing electricity delivery 
infrastructure, especially at the distribution system level, to accommodate bidirectional power flow 
patterns. On the other hand, a pervasive two-way communication backbone, called advanced metering 
infrastructure or AMI, must be established amongst smart meters and other energy management units, 
which is needed to collect the huge amount of status information from all grid devices, and to realize 
innovative demand-side control applications, such as demand response [16]. It is intuitive to notice 
that reliability and delay concerns will become more serious as the communication network of the 
smart grid becomes more complex and widely deployed, because a larger volume of data will need to 
be distributed to various applications. However, most of the communicating devices interconnected by 
the smart grid will be tiny embedded devices with low computing and storage capabilities. Therefore, 
new network architectures and communication protocols able to meet the QoS requirements of smart 
grid applications while guaranteeing low-cost deployment, easy network maintenance and better 
communication reliability, should be investigated [17], [18]. For instance, there is a large body of 
work that envisions an extensive use of both infrastructure-based and self-organizing wireless 
technologies e.g. see [19] and [20]. In addition, wireless technologies are necessary to allow the 
integration of mobile units (e.g., electric vehicles) in the smart grid infrastructure. However, there is 
no doubt that the large variety of different usage cases for the smart grid will necessarily require the 
exploitation of multiple types of communications technologies.  
 
It is also important to observe that the transition to the smart grid will necessarily bring about 
significant changes to the way management and control applications will be implemented in the power 
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systems. Indeed, it is expected that the smart grid will embrace a fully decentralized control model 
where multiple different energy management systems (EMSs) should interact with each other [21]. 
Then, the control applications will make autonomous but coordinated decisions in order to achieve a 
desired control objective based on the real-time information provided by the AMI. For instance, there 
will be EMSs to control energy usage in homes and to support demand response applications, for the 
optimal operation of microgrids and virtual power plants, for the efficient integration of electric 
vehicles into the smart grid, etc. Furthermore, with the massive deployment of distributed generation 
from intermittent renewable resources and the wide adoption of electric vehicles, there is an increasing 
consensus in the power engineering community that in the smart grid some management and control 
functionalities should be de- centralized and moved to the periphery of the grid [22]. Several 
technologies can be considered to implement fully distributed, autonomous EMSs, but multi-agent 
systems (MAS in short) have received much attention in the research community, e.g. see [23] and 
[24] for a survey, and there is a large body of papers that have developed multi-agent systems for a 
variety of application scenarios, including power system restoration, fault diagnosis, management of 
distributed energy resources, demand-side management, management of energy storage systems, 
optimization of electric vehicle operations, etc.  
 
However, there are several technical issues which must be addressed in order to be able to effectively 
use this technology in real-world deployments. For instance, to guarantee scalability it is necessary to 
define flexible, extensible, and open architectures, where agents can be easily added or removed, and 
agent interactions are not fixed at design time. An example is provided in [25], where a three-layered 
architecture is proposed to manage energy resources while reducing architecture complexity. In 
addition, it is also essential to use implementation approaches and standards that can ensure that agents 
are able to cooperate, irrespective of their different capabilities and functions, or of the platforms used 
to develop them [26]. 
 

6.2.2 Demand-Response Systems definitions and Non Intrusive Load Monitoring (NILM) 
 

Demand Response (DR), Demand Side Management (DSM), or Price-responsive demand are 
essentially different ways of achieving the same end result, i.e. to make the users’ demand respond to 
the state of the grid so that available capacity or resources may be shared efficiently and peak loads 
can be alleviated. User demand is regulated through variable pricing, financial (dis)incentives, or 
explicit/direct load control so that demand matches supply. Although demand-side strategies are more 
popular in the power sector today, they are also used in other domains such as transportation (e.g. 
congestion pricing). 
 
Demand Side Management (DSM) has traditionally been used as a broad term involving the 
management of electricity demand through various means. These means include activities affecting the 
load shape (shedding load, shifting load or activating on-site generation) and various other energy 
efficiency measures the purpose of which is to steadily reduce the load level. 
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The first proposed NILM system “required no intrusion to the residence” [29] and was coupled to the 
power circuits which enter the house or flat. NILM is enabled by voltage sensing (VS) transformers. 
Digital AC monitors sample current and voltage signals with a preferable rate at least once per second, 
and identifies real and reactive power, which is consumed by the residence. On the next step this 
information is used to calculate admittance, which can be used as appliance identifying characteristic. 
Scaler normalizes admittance signals. Net change detector unit distinguishes between steady state 
condition and changing condition, when an appliance was just launched or shut down. Finally cluster 
analysis unit detects frequently observed changes, which most likely correspond to certain appliance 
turning on or off. The number of points in the cluster (per time) indicates how frequently appliance 
was used. 
 
NILM systems still carry much similarity with the architecture [29]. According to [30] the main steps 
of most NILM systems work in following two steps: 
 
1. The detection of transitions. This step is usually done using statistical change detection. 
2. The classification of transitions. This step often uses library of labeled transitions. 
 
Although this view is simplified comparing to [29], it shows the major challenges of NILM. Ongoing 
research in NILM area aims at both improving the time and accuracy of transition detection and 
improving the accuracy of classification. 
 
In order to distinguish appliances, NILM systems rely on power signatures – distinct features of 
appliance energy consumption. Taxonomy of power signatures was summarized in the paper [31]. 
Some further classification details can be found in the paper [32]. According to [32] the systems can 
be split into two broad categories, i.e., transient and steady-state approaches. Monitors using a steady-
state approach distinguish appliances by their steady-state power consumption. Those monitoring 
devices have relatively modest computational requirements and have been practical for some time. 
The transient approach identifies appliances by examining the full detail of their transient behavior. 
Implementations of transient NILMs have typically used custom hardware, such as the parallel 
computer or the digital signal processor–personal computer combination. 
 
The working appliance can be identified indirectly, by analyzing the activity of the user and deducing 
what appliance does user need to proceed with the activity. Some of the activity recognition 
techniques, like [33, 34], were used for appliance management in order to reduce the power 
consumption. The work in [35] employs another approach to activity recognition classification and 
views it from the perspective of employed sensors. According to [35] the approaches for classification 
of activities of daily living can be generally classified into two categories. First category is based on 
the use of visual sensing devices, like cameras. This category employs computer vision methods in 
order to process visual observations for activity monitoring. The second category uses sensor networks 
for activity recognition. Activity models are produced by applying data mining and machine learning 
techniques to the sensor data. Learnt models are the basis of activity recognition. 
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6.3 Cyber-Physical Systems 

Sustainability requires the need to detect and react to events in the real world, which is the core 
concern of Cyber-Physical Systems (CPS). Therefore, this section gives a brief introduction and the 
current state respectively shortcomings of science and engineering of CPS.  

Sensors and actuators have for several years successfully been used for automation tasks in, e.g., 
elevators, temperature control, cars, and trains. This generation of sensors has been designed for 
particular applications with very few control parameters. Recent developments are promising an 
abundance of new (wireless) sensors and actuators that become smaller, more energy efficient, more 
intelligent, and provide more sensing/actuating and processing capabilities. Furthermore, these devices 
are accessible through communication networks including the (Future) Internet. This change 
constitutes the start of a new computing era. From the very beginning of computing, each computing 
device (mainframe, PC, smart phone) has a set of Input/Output devices directly attached to it, like 
keyboard and monitor, for human computer interaction. Interaction between the environment and 
computers has only been indirect through the mediation of humans. However, networked sensors and 
actuators will change this drastically, because computation will more and more interact directly with 
the environment through these devices without a “human in the loop” to form smart environments, 
also called Cyber Physical Systems (CPS). Already today many promising application domains are 
identified, including eHealth, environmental monitoring, smart buildings, smart grid, manufacturing, 
transport and logistics and many others. Thus, smart environments can help to solve some of the major 
challenges society is facing, like the demographic change and aging in Europe, and sustainable 
ecosystems and environments. J.M. Wing (Carnegie Mellon University and National Science 
Foundation) goes even beyond this and predicts that: “Cyber Physical Systems will be everywhere, 
used by everyone, for everything” [36]. 

In this context, the development of new innovative applications with networked sensors and actuators 
is the most obvious research task. However, there are much more fundamental challenges to be solved. 
To identify these challenges we briefly discuss the simple question: What makes smart environments 
smart? Sensors and actuators only convert signals. For example, sensors typically convert an analogue 
signal in the real world to a digital signal, like temperature or luminance to integer values. To interpret 
values from sensors and to react to events through actuation requires additional computing. It is 
exactly this computation, which makes smart environments smart. However, the development of the 
necessary software is a major bottleneck for smart environment development, because there are three 
core properties of smart environments that increase the difficulty of their efficient development. First, 
every smart environment is different, i.e., in Ambient Assisted Living (AAL) every residential home is 
different and of course every resident is different. Second, smart environments are dynamic systems 
typically caused by mobility of users and devices. Third, smart environments are complex systems 
comprising many components like radios, network protocols, operating systems, data fusion and data 
aggregation, as well as middleware components like data stream management systems and complex 
event processing systems, and applications. Since the application domains are very different, recent 
projects are typically “hard wiring” a single solution for a particular application domain and a 
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particular environment. Re-use of partial solutions across different application domains is rarely 
happening and the development of self-adapting applications and systems is very hard. Adaptation 
across system layers, i.e. cross-layer optimization [37], violates today’s engineering principles and 
adaptive smart environments will break the layered system model. This has recently been pointed out 
by A. Lee (Stanford University) “to fully realize the potential of CPS, the core abstractions of 
computing need to be rethought” [38], and Conti et al. “there is a need to deeply rethink the modelling 
and architecting of future pervasive systems” [39]. 

Recent programs and activities to address these shortcomings include the most recent call for 
proposals from the National Science Foundation [40] which aims to “By abstracting from the 
particulars of specific systems and application domains, the CPS program aims to reveal cross-cutting 
fundamental scientific and engineering principles that underpin the integration of cyber and physical 
elements across all application sectors.” Bogdan and Marlescu [41] aim to lay new foundations for a 
science of CPS design by identifying the main characteristics of communication workload of realised 
CPS systems being self-similar and non-stationary. Based on this insight they present a statistical 
physical model to define a new optimal control problem. Another step towards “Science and 
Engineering of Cyber-Physical Systems” is the Dagstuhl Seminar 11441 [42]. Several challenges and 
open problems are identified. 
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7. Standards Policy and Internet Science 
 

Clark et al. [1] recognise that struggle or “tussle” between different interests is as important in 
technology evolution as in economic and political systems, suggesting that “we, as technical designers, 
should not try to deny the reality of the tussle, but instead recognize our power to shape it.” As 
Greenstein [2] advises standards bodies, “doing the tussle” can create more robust and widely adopted 
industry standards. Although a mandate for the technical community, this can be easily extended to the 
legal regulatory communities that directly shape the various aspects of Internet development, many of 
which already recognise that their shaping decisions are moves in a game rather than acts of sovereign 
design. Design choices in code can be as normative as law - decisions have to be made on the values 
that code embeds [3].  
 
Most progress has happened with technical protocol development within companies (and arguably 
open source communities), where coordination (“tussle”) problems are less complex than in 
legislatures. Code has continued to morph rapidly even as legislation has tried to adapt. Investor 
certainty and democratic participation in legislative processes are arguably enhanced by the leisurely 
speed of legislation, contrasted with the rapid - but slowing - progress of Internet standards in which 
only technical experts can realistically participate.  
 
There is an extensive history of competition policy in favour of open technology standards that long 
predates the Internet [4] but the evidence of extensive network effects and innovation that can rapidly 
tip markets has helped focus policymakers’ attention on the potential for using interoperability as a 
solution to the competition and innovation problems that emerge. As competition policy provides for 
interoperable remedies, governments have set great store by the success of open standards as solutions 
for the well-known entrenchment of dominant Internet commercial actors using network effects 
[5],[6]. Bar et al [7] observed that “Interconnection is binary – you are either connected or not – but 
interoperability comes in degrees and presupposes a higher level of logical compatibility”: the higher 
the compatibility, the greater the interoperability. 
 
What should an open standard contain? Dolmans [8] suggests that an established ‘common standard’ 
which is truly open allows the “best of breed” components from different manufacturers to be 
combined, with maximum efficiency. To qualify as “open,” he argues that a standard must meet a 
number of open conditions: 
 

• access to the decision-making process 
• transparent and undistorted procedures 
• published, pro-competitive goals 
• published, objective, relevant criteria for technology selection 
• no over-standardisation 
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Most critical is access to the standard, which he argues includes open information on blocking patents 
(cause of much patent thicket litigation in smartphones and tablet computing); no unjustified refusal to 
license; fair reasonable and non-discriminatory (FRAND) pricing [9], [10]: Paragraphs 285-291. 
 
Dolmans [8] suggests that royalty-free licensing is advisable in the software arena – allowing both 
open source and proprietary software to compete on quality and functionality. However, the 
telecommunications sector uses FRAND licensing, given the price and complexity of standard-setting 
efforts. He states that: “Mandating royalty-free licensing would likely recreate a tragedy of commons 
and discourage innovation, while allowing IPR owners to charge at will could create a tragedy of 
anticommons. To strike the right balance, therefore, a contract of mutual restraint is necessary.” This 
argues for a mixed market and against uniform royalty-free pricing [6]. 
 
The European Commission’s thinking on interoperability and code has developed through the course 
of the Microsoft, Intel and Rambus cases ([9]: chapters 5-6). Neelie Kroes was Competition 
Commissioner from 2005-9, and signalled more intervention on interoperability: “I will seriously 
explore all options to ensure that significant market players cannot just choose to deny interoperability 
with their product” [11]. She argues that the lengthy Microsoft case has lessons for action: “Complex 
anti-trust investigations followed by court proceedings are perhaps not the only way to increase 
interoperability. The Commission should not need to run an epic antitrust case every time software 
lacks interoperability.”  
 
Kroes’ solution to the Microsoft dilemma - solving the antitrust problem long after the competitors 
have died - is to require ex ante interoperability evidence, which had not previously been available 
except through antitrust suits: “Whereas in ex-post investigations we have all sorts of case-specific 
evidence and economic analysis on which to base our decisions, we are forced to look at more general 
data and arguments when assessing the impact of ex-ante legislation.” She argues for a potential future 
legislative proposal, which would impose an ex ante requirement imposed to publish interoperability 
information. 
 
Microsoft and Intel’s settlements illustrate a general point about smart structural remedies under 
competition policy – network effects demand very effective trans-Atlantic cooperation plus policy 
formed from research into global information technology. This applies the Lessig ‘code is law’ 
analysis but with Braithwaite and Drahos’ international coordination regulatory approach applied to 
the overall information environment (Braithwaite and Drahos 2000 [12], Drahos with Braithwaite 
2002 [13]). Note the forerunners of the suggested policy direction are 1980s data protection and 1990s 
cryptography cooperation. 
  
If free and open source software have not proved a significant competitive check on information 
monopolists, that raises a significant regulatory challenge which must be met by governments, to 
create interoperability in those dominant actors’ own software. Kroes [11] set out a radical agenda to 
ensure interoperability in European ICT procurement and regulation, drawing on procedural 
frustrations in the Microsoft case. It is in five parts:  
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• a new standard setting framework;  
• new horizontal agreement guidelines to establish more transparency in licensing 

standards (EC 2011 [10]: Chapter 7);  
• a common framework for ICT procurement;  
• a new European Interoperability Framework (EIF); and  
• intervention in competition cases to establish a principle of interoperability, including 

via ex ante requirements.  
 

The EIF is a second version of a much less ambitious 2003/4 first version of the framework. EIF 
Version 2.0 was adopted by the College of Commissioners, “as of a higher status and importance than 
EIF version 1” which was more guidance than instruction. EIF2.0 has been very severely criticized by 
open source advocates, with the EC accused of regulatory capture by large software companies, and 
the interoperability requirements substantially watered down (Moody 2010 [14]). 
 
The new standard-setting framework was established by end-2010, intended to result in a widening of 
participation from European telecoms standards body ETSI to more Internet-based standards bodies, 
W3C and IETF in particular, arguably about twenty years too late (ITU 2010 [15]). She explains that 
her proposal benefits these ‘truly open’ standards with two paths to approval: “via a fast-track 
approval of their standards through a process hosted by a traditional European standards body such as 
ETSI, or through the assessment of these bodies' compliance with certain criteria regarding notably 
openness, consensus, balance and transparency.” On licensing standards, she notes the Commission 
draft horizontal agreements guidelines of 2009, which came into force in January 2011, and aid in 
allocating FRAND pricing for accessing essential technologies (EC 2011). Kroes does not argue for 
uniformity: “Standard-setting for software interoperability is not the same as setting a new standard 
for, say, digital television or mobile telephony.” She continues to suggest strategic action to encourage 
open standards. This suggests an additional legislative requirement that government support for 
standards must rely on best practice in licensing including royalty terms.  
 
Kroes’ agenda embraces research funding and government IT procurement. European law requires 
governments to ensure they open public procurement contracts above a minimum size to all European 
firms, to encourage the development of the single European market (Directive EC/2004/18 [16]). As 
government spending is about half of European GDP, this opens the largest single information 
technology market to interoperability. Member states that fail to register procurement contracts with 
the European Commission are subject to infringement actions and ultimately court proceedings, 
though this implementation has not been as rigorous as it might be. Market-setting procurement 
European Commission policy can be used to pursue EIF2.0. 
 
On IT procurement by European governments, Kroes suggests “detailed guidance on how to analyse a 
technology buyer's requirements in order to make best use of ICT standards in tender specifications”. 
Governments became unintentionally locked into proprietary technology for decades. An IT vendor 
‘cartel’ was alleged by government buyers on both sides of the Atlantic in 2011, publicly voicing their 
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frustration at the limited choices available. EIF 2.0 contains a ‘comply or explain’ requirement if 
government buyers do not adopt an available open standard, which follows the practice in Kroes’ own 
country, Netherlands.  
 
In the first phase, the European Commission [17] adopted the Communication, to “establish a common 
approach for Member States public administrations, to help citizens and businesses to profit fully from 
the EU’s Single Market.” The EC four prong strategy is 1. Common frameworks in support of 
interoperability, 2. Reusable generic tools, 3. Common services (operational applications and 
infrastructures of a generic nature to meet user requirements across policy areas), and 4. Analysis of 
the ICT side in the implementation of new EU legislation. As Ganslandt [18] argues, the four prongs 
are not likely to be sufficient without a more effective enforcement strategy. The European Parliament 
(COD/2011/0150 [19]) responded to the standards strategy by proposing direct funding for SMEs 
(small and medium sized enterprises) and civil society to participate in the standards which underpin 
the entire strategy, confirming a multi-stakeholder approach to be adopted, though substantial 
disagreement ensured in Committee over whether ‘balanced’, ‘relevant’ or ‘appropriate’ representation 
be established and financially supported. These proposals are promising but no conclusions can be 
drawn, as they are both ambitious and yet to be implemented in practice. 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

8. Conclusions 
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In this deliverable we presented a survey on Internet Science Research, investigating the various 
related research threads and trends. It is evident that although a great interest and effort exists from 
different disciplines, current Internet research lacks an integrated approach; the disciplines remain 
somewhat “stove piped” in different silos. This fragmentation in research in the various associated 
fields and disciplines represents the primary reason behind the fact that development in the Internet 
and other disciplines occurs in a highly unsynchronized manner. What is missing is to bring together 
these many solutions and approaches into a holistic and coherent scientific framework with associated 
evaluative and design methodologies. This holistic approach can be used to understand Internet 
development, and to harness the creatively destructive force of the tussles of the Internet to stimulate 
the productive consequences of the Internet, improve its resilience and robustness and use the 
combined technological and human systems of the extended Internet to address wider societal, 
environmental, economical and other objectives in a holistic manner. 
 
In the quest of addressing this need for a scientific understanding of what is the Internet today, one 
should observe that networks in their broadest view, e.g. in form of human networks, roads, postal 
service and telephony have a very long history. However, it is only during the past years, with the 
development of online social networks, an increased understanding of complex systems and the wide 
availability of the Internet, that one could identify some common principles among these historical 
networks and the newcomer Internet. This observation underlines the call for an Internet Science to 
become a unifying discipline that borrows some of its principles from other well-established sciences 
as computer science, physics, economics, social science, etc. and has also its own particular 
fundamental laws and principles, similar to any other empirical science.  
 
Next version of this deliverable called “Internet Science-Going Forward” will delve into these 
necessities, seek to indicate directions for a holistic approach of Internet Science and provide a 
Roadmap to Horizon 2020. 
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