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Background

- Knob tuning is an NP-hard problem and existing methods have several limitations.

1. Limited Scope and Time-Consuming for DBAs manual tuning

2. Dependency on High-Quality Training Data

3. Coarse-Grained Tuning



Contributions of the paper

1. A query-aware database tuning system using DRL

2. A SQL query featurisation model

3. A DS-DDPG model

4. A DL based query clustering method

5. Experiments on various query workloads and databases outperforming SOTA.



Architecture



Workflow



Query2Vector

1. Query information (0/1)

2. Cost Information (real value)



DS-DDPG model

1. Environment

2. Predictor

3. Actor

4. Critic



Training of DS-DDPG model

1. Training the Predictor

2. Training the Actor-Critic Module



Training the Predictor



Training the Agent



Granularities of tuning

1. Query-level: can optimise the query latency; but low throughput

2. Workload-level:  cannot optimise the query latency; high throughput

3. Cluster-level: can optimise both the latency and throughput
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Evaluation

1. Three query workloads JOB, TPC-H and Sysbench

2. Metrics: latency, throughput, as well as the training and tuning time

3. Three kinds of databases



Evaluating three types of tuning



Comparison 

with Existing 

Techniques



Reviews

- Feature vectorisation makes the database hard to add and delete future tables

- It is unclear why they did not provide cluster-level evaluations on the Sysbench 

dataset

Pros

- Comprehensive evaluations

Cons



Questions?


