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Background

- Device  placement important for deep learning mode ls
- Image  classification 
- Speech recognition
- Machine  translation

- Can be  framed as a graph partitioning problem
- Scotch (Pe llegrini, 2009), an open-source  graph partitione r used as base line



Prior work

- Neural ne tworks and re inforcement learning for combinatorial optimization
- Vinyals e t al., (2015); Be llo e t al., (2016)

- Re inforcement learning to optimize  system performance . 
- Mao e t al. (2016) train a re source  management algorithm with policy gradients

- First paper by Mirhose ini e t al., (2017) 
- Uses a RNN policy ne twork to predict ope ration placements
- Only works for small (<1000  nodes) computation graphs
- Require s manual human-expe rt co-locations



A. Mirhoseini et al.: Device Placement Optimization with 
Reinforcement Learning, 2017
- RL based placement mode l
- Generates placement 
- Executes it on hardware
- Updates policy based on 

running time  based reward



A. Mirhoseini et al.: Device Placement Optimization with 
Reinforcement Learning, 2017
- Sequence-to-sequence  mode l with LSTM and a content-based attention 

mechanism to predict the  placements
- Operations embedded, then at each time  step a device  is predicted
- Requires prior co-location



New architecture

- Run feed forward Grouper be fore  the  sequential Place r.



Reward maximisation

- Goal is to maximise

- Use  policy gradients achieved by drawing placement samples
- m=1 Grouper samples
- k=4 Place r samples

- Use  Adam (Kingma & Ba, 2015) optimize r
- Use  distributed training 



Results

Model runtimes for diffe rent placements



Results

Hierarchical Planner’s placement of a NMT (4-layer) mode l



Results

Policy training results with 1 and 4 workers 



Opinion

- The  placement takes significant time
- Newer approaches run conside rably quicke r producing comparable  or be tte r re sults
- However, rece ived a lot of citations and seems to have  been nove l in the  fie ld

- Evaluation fe lt lacking
- Only te sted on 1 architecture , using 1 CPU and 2/4/8 GPU
- The  optimal placement on a few of the  mode ls is the  trivial GPU-only one
- Missing comparison against the ir own previous pape r?

- Decisions made  not explained we ll
- Arbitrary hype rparame te rs used
- Embedding seems somewhat we ird 
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