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Background

• DNNs are expressed as computation graphs
• Multiple formulations can achieve the same goal, with differing costs

• Introduces the desire to optimise DNN computation graphs
• Before TASO, the specific optimisations were manually designed by human experts
• TASO automates the generation of graph substitutions in order to programmatically optimise 

DNN graphs
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Overview

• TASO automates generation of graph substitutions
• Framework agnostic (cuDNN + TVM)
• Takes operator specifications as an input
• Does so in a few stages:

• Programmatically generate candidate graph substitutions
• Generate
• Quick test to prune impossible substitutions

• Formally verify validity
• Cost-based backtracking search to find an optimised graph

• Includes co-optimisation of data locality



Overview



Approach: Generate Substitutions

• Substitution = source, target, mapping
• Configuration parameter dependent operators
• Generation algorithm

• Enumerate potential graphs
• Create graphs iteratively
• Collect fingerprints
• Test graphs with identical fingerprints

• Special Cases



Approach: Formal Verification

• Verify generated substitutions
• Operator properties expressed in FOL

• Manually written and reviewed
• Further validated using symbolic execution
• Properties are added when required
• Checked for consistency and redundancies are removed

• Uses Z3 (SMT Solver)
• Shapes of tensors are not modelled
• Data layout not included



Approach: Formal Verification



Approach: Formal Verification

…



Approach: Pruning Redundant Substitutions

• Redundant substitutions are subsumed by more general, valid substitutions
• Input tensor renaming
• Common subgraph



Approach: Joint Optimisation

• Utilises MetaFlow cost-based backtracking search 
algorithm

• Considers data layout optimisation opportunities

• Joint optimisation uncovers otherwise impossible 
optimisations

• Costs are given by execution times of specific 
operators

• Cycle removal

• Alpha parameter prunes search space



Evaluation: Optimisation

• Setup – tested on 5 DNNs
• Successful automatic optimisation – inference time reduction

• cuDNN: 1.3x to 2.8x
• TVM:     1.1x to 1.8x



Evaluation: Substitutions

• NasNet was produced using neural architecture search
• Unconventional optimisations were discovered



Evaluation: Substitutions

• Different DNNs used different optimisations, showing usefulness of 
TASO

• Scalability
• Larger operator substitutions could be useful



Evaluation: Substitutions

• Joint optimisation
• Better than individual or sequential
• (𝐴𝐴 ×  𝐵𝐵) -> ( 𝐵𝐵𝑇𝑇 × 𝐴𝐴𝑇𝑇 𝑇𝑇) with 𝐵𝐵𝑇𝑇  in row-major and 𝐴𝐴𝑇𝑇 in column-major
• Phase ordering?

• Relatively quick - <10 minutes for each DNN



Review

Positives
• Novel idea
• Successful execution

• Improves DNN performance
• Reduces human effort
• Extensible framework

• Seminal work in an exciting research area
• Graph transformation backend still in use

Negatives
• Reliant on user provided operator properties
• Scalability of generator

• Phase ordering problem + search procedure
• Cost model has issues



Future Works

• Future works have built on this approach
• PET

• Partially equivalent optimisations

• TENSAT
• Equality saturation

• X-RLflow
• RL approach to searching optimisation space

• REGAL
• Transfer knowledge
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