
P R E G E L :  
A  S Y S T E M  F O R  L A R G E - S C A L E  
G R A P H  P R O C E S S I N G

What’s a few billion graph nodes anyway?



C O N T E X T

Dryad

MapReduce

PigLatin
Sawzall

CGM



Scalable, fault-tolerant platform with a usable API that can 

express arbitrary graph algorithms.



K E Y  I D E A S

Graphs are weird
Bulk 
Synchronous 
Parallel Model

‘Think like a 
vertex’

• Memory access 
locality

• Work per vertex
• Parallelism
• Relatively Sparsely 

Connected
• Failure!

• Supersteps
• Compute at each 

vertex
• Messages

• Synchronous
• Compute at each 

vertex
• Messages



I M P L E M E N T A T I O N

Program

• Written in C++ API

• Each vertex is typed

• Override Compute()

• Message Passing

• Lots of file formats allowed

This Photo by Unknown Author is 
licensed under CC BY-SA

Vertex = String 
identifiers + Mutable 
Value + edges

Input Output = 
Set of Values Determined by 
Vertices

http://stackoverflow.com/questions/19044899/algorithm-to-find-a-hierarchy-tree-in-a-directed-acyclic-graph/19048141
https://creativecommons.org/licenses/by-sa/3.0/


I M P L E M E N T A T I O N

This Photo by Unknown Author is licensed under CC BY-SA

• Pure Message Passing
• Supersteps
• Halt votes
• Combiners
• Aggregators
• Partial Ordering for 

Topology Mutations

http://cs.stackexchange.com/questions/18589/algorithm-to-use-for-a-tsp-variant
https://creativecommons.org/licenses/by-sa/3.0/


E V A L U A T I O N

• Experiments on binary trees for scaling, log-
normal random graphs to represent real life

• Single-Source Shortest Paths

• > 1 billion vertices and edges

• In 2010 there were 256 million websites, 
chrome only had 14.9% market share

• Now 30-50 billion are pages indexed by google

• More diverse tests?



C O N T R I B U T I O N S

• Scalable

• Model description

• Usability

• Performance satisfactory for billions of vertices

• PageRank, Shortest Path Finding,  Bipartite Matching, Semi-Clustering



A N A L Y S I S

• What about asynchronous programs and concurrency issues?

• What about more dense graphs?

• What better ways of partitioning the graph are there?

• Pregel took off very quickly, this meant they couldn’t make large changes to their API, was 

this bad?

• Think like a vertex – good?

• Real graphs have skewed power law distributions!



I M P A C T

• Foundational for Google PageRank

• Inspired Facebook’s Apache Giraph and Apache Spark’s Graph library

• Useful for GNN processing (or at least what it inspired)

• Used for graph databases

• Showed scalability with simplicity

• Distribution



F U R T H E R  W O R K

• Not stored all in ram

• Relax synchronity

• Assigning vertices to machines – dynamic repartitioning

https://dl.acm.org/doi/pdf/10.1145/3597428
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