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RLgraph

* Framework that designs and implements RL computation

« Metagraph outlining high-level data flow, followed by execution

API, Component configuration

RLgraph component graph

TensorFlow PyTorch

Distributed TF Horovod Ray

Hardware: CPU, GPU, TPU, FPGAs...

Figure 1. RLgraph stack for using and designing RL algorithms.
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Reinforcement Learning

* ML technique that interacts with environment to make decisions

« Expanded use in gaming, robots, 3D scene simulators

. Atari 2600 E Ay / | j;;‘h" '. E*‘i

TORCS

o e B e R v StarCrafit
.‘ o BE 5 P

%

‘;‘." Deep[\"iﬂ[‘ -. . A




RL Execution Difficulties

* Frequent problem environment interaction

* Highly varied states, resources, models

Actions
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Novelty

Novel meta-graph that generalizes dataflow to high level

Claims to be “the first common interface to tensorflow and pytorch”
« Rlib

« Distributed Tensorforce
Works on static and define-by-run graphs

Updated systems since
* Rlib Flow
« MSRL
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Rigraph Execution

« Graph executors

» Backend support and generalization

General purpose API: get_action, update, export,..
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Figure 4. RLgraph execution stack.
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Results

« Tested on tensorflow and pytorch

* Low build overhead

* Multiple GPU success
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Figure 7. Single task throughput and learning comparison.
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Figure 6. Distributed sample throughput on Pong.



RLgraph Solution

Logical component composition separation‘ any distributed execution paradigm
No restrictions on execution‘ supports static and define-by-run backend

High level abstractions ‘ Fast development cycles

Individually built and tested components ‘ Incremental building and testing

Faster development
~ cycle



Il

concat ngat 1.  Neg_T_ __
... < gradients ‘fﬂ'"eii“ngp W'”?ﬂg% ﬂur:.ﬁl'i'[&"gﬁul[o—ﬂ 2

/ /

o” *

| |

.'IIII ."lll

/ /

- - ToFloat

stridenmoed] 5| wirmce fomlogis | >«  gradients ( slice ) ( slice1 ) s mul[0-5]

x 3

Sub_1 Sub_2 LogicalNot
strided_slic... < -( dipr_value) [&qw_) Ranl;g)o Rﬂ"k—} g:ﬁd_sﬁc___r::::rs- i

Figure 11. TensorBoard visualization of DeepMind’s IMPALA learner (left).




RLgraph Impact & Future Work
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