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Motivation
• Tensat [1] uses equality saturation to optimize 
computation graphs

• It is built on top of egg [2] and TASO [3]
• It performs equality saturation for a bunch of 
operators…
• ...but not for GNN operators! 
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Graph Neural Networks

• Most popular GNNs use the ‘message-passing’ 
framework
• Each architecture has an associated aggregation 
operator
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The basic GNN operator

• A “layer” in a GNN is usually an iteration of the 
aggregation & update operators

• GCN Convolution [4]:
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Decide on a subset 
of GNN operators to 
optimize…
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Project idea

• Implement equality saturation for a subset of GNN 
operators using the egg library
• Extend Tensat with these new operators 
• Evaluate extended Tensat

• Experiment settings:
• Run extended Tensat on GNN architectures (e.g. GCN, GAT, 

GraphSAGE) and benchmark datasets (e.g. Reddit and Citation 
networks)

• Evaluate architectures optimized by extended Tensat:
• Against architectures optimized by normal Tensat
• Against architectures optimized by FlexFlow [5] (built on top of 

Unity)
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Workplan

• Preparation
• Understand how GCNConv, GATConv, SAGEConv are 

implemented in pytorch-geometric
• Learn (basic) Rust
• Understand the implementation of Tensat operator 

optimisations
• Come up with optimisations
• Implement optimisations using egg
• Extend the Tensat framework

• Run experiments on GNN architectures and datasets
• NVIDIA core; plan to run this on AWS 
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Questions and suggestions
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