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Motivation: Database tuning

• Parameters that can be tuned: max cache size, max 
concurrent threads, max RAM etc.
• Manual tuning can take up to several days
• Automatic tuning:

• Rule-based: BestConfig
• Learning-based:

• Traditional ML system: OtterTune [relies on a large number of high-quality 
training examples from DBAs’ experience data, which are rather hard to 
obtain]

• Deep Reinforcement Learning: CDBTune

• CDBTune’s limitation: not using query information!
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The Architecture (multiple queries)
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The Architecture (clusters)
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Evaluation 

• Bulk of evaluation done on PostgreSQL with 3 datasets;
• Discrete Cluster-level tuning achieves the best throughput;
• Query-level tuning achieves the best latency.



Evaluation (2)

• QTune outperforms
all other SOTA 
methods on all types 
of tuning

• Qtune generalizes
to other databases, 
datasets, and 
hardware platforms



Limitations

• Cost information is dependent on the SQL query optimizer;
• Their feature vectorization method makes it hard to add or 

delete new tables;
• Paper is unclear on whether QTune is fine-tuned before 
being evaluated on different databases/hardware platforms;
• Paper does not provide training metrics (e.g. loss, acc, 
hyperparameters)
• Evaluation is done only on open-source DBMSs
• Did not provide cluster-level evaluation on one of the 
datasets;



Conclusion

• QTune’s DRL model is not a novel idea
• CDBTune uses the same actor-critic architecture

• It’s innovation comes from:
• query-awareness

• Paper provides a feature vectorization method 
• Also provides a way to predict the cost of an SQL query

• Clustering approach
• They discretize feature vectors for faster clustering
• They show how this achieves both high throughput and low latency

• Not much follow-up work
• paper suggests the method is used in the Huawei data centres
• but the paper was cited >100 times!



Any questions?



Appendix 1: Overhead



Appendix 2: Experiment settings 



Appendix 3: Generalisation



Appendix 4: Training details


