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Enumerate potential graphs

→ Fingerprinting + Hash Collisions
(Bansal, 2006)

Collect and test candidate substitutions







Cost-based backtracking 

algorithm from MetaFlow
(Jia, 2019)

=

Priority Queue

+

Nested for loop over all 

substitutions/data layouts
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All substitutions found by TASO are valid given the user provided 
properties.

There is a sequence of applications of user provided properties 
proving the correctness of the substitution.

Each user provided property is equivalent to a substitution.

All substitutions are sequences of substitutions provided by 
the user.

→
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Con:

• 743 graph substitutions > 43 operator properties

• Why prune all redundant substitutions?

• Cost measure of joint optimizer seems oversimplified

Pro:

• Lots of real-world considerations

• Many individual influential contributions



Impact and Follow Up Work

• PET: non-fully equivalent graph substitutions
(Wang, 2021)

• Equality Saturation: improves joint optimization algorithm
(Yang, 2021)

• Unity: jointly optimizes graph substitutions, data layout, and 
parallelism
(Unger, 2022)



(Unger, 2022)
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