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PET Overview
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Key Challenges
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Mutant Generator
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Challenges: Examine Transformations

Source: Zhihao Jia. (2021).
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A Strawman Approach

Source: Zhihao Jia. (2021).
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Multi-Linear Tensor Program (MLTP)

Source: Zhihao Jia. (2021).
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No Need to Enumerate All Output Positions

*Proof details available in the paper Source: Zhihao Jia. (2021).

https://www.usenix.org/conference/osdi21/presentation/wang


No Need to Consider All Possible Inputs
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Program Optimizer

Source: Zhihao Jia. (2021).
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End-to-end Inference Performance (Nvidia V100 GPU)

Source: Zhihao Jia. (2021).
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More Evaluation in Paper

Source: Zhihao Jia. (2021).
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PET
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Criticism - pros/cons

• While PET outperforms rule-based optimizers, it only discovers transformations between expressions that can
be constructed using only the predefined operators.

• PET attempts to save human effort in DNN optimization by searching for optimised transformations given a
set of operators. PET then introduces inequivalent transformations and correction mechanisms to find even
more optimizations.

• Existing attempts to improve a DNN’s tensor algebra expression only address expressions representable by a
fixed set of predefined operators (e.g. matrix multiplication), leaving out possible optimization opportunities
between general expressions.

• We can improve the design to explore a much larger search space of general expressions. By deriving tensor
algebra expressions, we can broaden the search space from predefined operator representable (POR)
expressions to general expressions.


