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Background
1. Why Graph? 

Machine Learning and Data Mining (MLDM) problems represented as 
graphs  ---> Graph structured computation is important

2. Current distributed graph computation systems
• Pregel
• GraphLab

3. Problems: Existing distributed graph computation systems 
perform poorly on Natural Graphs.



Challenges of Natural Graphs
Many Graphs have skewed degree distribution: a small fraction 
of the vertices are adjacent to a large fraction of the edges

Source: Joseph Gonzalez. (2012).

https://www.usenix.org/conference/osdi12/technical-sessions/presentation/gonzalez




The Graph-Parallel Abstraction
1. A user-defined Vertex-Program runs on each vertex
2. Graph constrains interaction along edges

- Using messages (e.g. Pregel [PODC’09, SIGMOD’10])
- Through shared state (e.g., GraphLab [UAI’10, VLDB’12])

3. Parallelism: run multiple vertex programs simultaneously



PageRank Algorithm



The Pregel Abstraction



The GraphLab Abstraction



Problem: Challenges of High-Degree Vertices
GraphLab and Pregel on Natural Graphs:
1. Work Imbalance
2. Partitioning
3. Communication
4. Storage
5. Computation

Source: Joseph Gonzalez. (2012).

https://www.usenix.org/conference/osdi12/technical-sessions/presentation/gonzalez


Problem: Random Partitioning

Source: Joseph Gonzalez. (2012).

https://www.usenix.org/conference/osdi12/technical-sessions/presentation/gonzalez


In Summary





A Common Pattern for Vertex-Programs



GAS Decomposition



PageRank in PowerGraph



Edge Cut vs Vertex Cut
Two methods for partitioning the graph in a distributed 
environment:
 Edge Cut  (Used by Pregel and GraphLab abstractions)
 Vertex Cut (Used by PowerGraph)



New Approach to Partitioning
• Rather than cut edges:

• We cut vertices



New Approach to Partitioning



Constructing Vertex-Cuts



Random Edge-Placement
•  Randomly assign edges to machines



Analysis Random Edge-Placement



Random Vertex-Cuts vs. Edge-Cuts



Greedy Vertex-Cuts



Greedy Vertex-Cuts



Partitioning Performance



Greedy Vertex-Cuts Improve Performance



Other Features (See Paper)



System Design



Implemented Many Algorithms



Comparison with GraphLab & Pregel



PageRank on the Twitter Follower Graph



PowerGraph is Scalable



Summary



Criticism -  pros/cons
• PowerGraph, uses intelligent partitioning of vertices across 

servers. While this pre-processing reduces per iteration runtime, 
it is an expensive step by itself. [1]

• High Memory: store in, edges, mirror values
• Out-of-core storage: Support graphs that don’t fit in memory 

(GraphChi)
• Maintenance of vertex replicas, communication-bound apply 

phase in the GAS abstraction [2]



source: link 

https://slideplayer.com/slide/4768409/
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