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Motivation

1. Shared Memory vs Distributed Memory


• Many graph-processing frameworks designed for distributed memory systems (e.g. 
Pregel)


• Advancements in technology -> enough storage in shared-memory machines (can 
handle graphs 100 billion edges in main memory)


• Data locality, cheaper communication costs


2. Beamer et al, 2011 and 2012: hybrid approach to BFS exploiting variation in number of 
vertices and edges (i.e. frontier size) computed in each iteration of a parallel process


• Can we generalize to other algorithms?



What is Ligra?
Simple shared-memory parallel graph-processing framework: 


2 main data types               and                2 main functions!

Graph
G = (V,E) or G = (V,E,w)

VertexSubset
U ⊆ V

EDGEMAP VERTEXMAP
(G, U, F, C) (U, F)
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Hybrid Model for Varying Frontier-Size

Check out-neighbors for each vertex in the frontier Check in-neighbors for each target vertex
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BFS Evaluation

• Implemented on a 40-core Intel machine with 256GB of RAM (and with 
multithreading)

https://www.youtube.com/watch?v=W5mDx_G45RQ&ab_channel=MMDSFoundation



Other Applications and Results



Experimental Results
Connected Components

https://www.youtube.com/watch?v=W5mDx_G45RQ&ab_channel=MMDSFoundation



Experimental Results
PageRank
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https://www.youtube.com/watch?v=W5mDx_G45RQ&ab_channel=MMDSFoundation



Summary

• Lightweight parallel graph processing framework


• Dependence on shared-memory systems (no communication overhead as 
compared to distributed systems)


• Designed for frontier-based algorithms


• Comparable to or outperformed then graph-processing frameworks



Discussion

• Incomplete evaluation


• Performance to be hardware dependent 


• Worse performance with a different set-up (64-core AMD Opteron machine)


• Scalability and speedup limited by tech 


• Expansion to GPUs? [Shun et al. 2013]


• Exploring applications in other graph algorithms (e.g. max flow, biconnected 
components, belief propagation, Markov clustering)  [Shun et al. 2013]


• Dynamic graph data, graph data stream processing?



Extensions

• Ligra+ (2015) - compressed graphs -> require less memory


• Julienne (2017) - bucketing-based algorithms (generalization of frontier-based 
algorithms)


• Hygra (2020) - support for hyper graphs

Code at https://github.com/jshun/ligra



Thank you!



Questions?
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