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• Algorithmic instability

• Diversity of models and optimization strategies

• Highly varied resource requirements

• Heterogeneous distributed communication patterns
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Problem: No separation of concerns
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•Towards higher level APIs and standardization

•Keras (Chollet et al., 2015) 

•ONNX (Facebook Inc., 2017) 

•Towards better performance

•Hardware improvements

•Software improvements

•Weld (Palkar et al., 2017)

•FlexFlow (Jia et al., 2018)

•…
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• Separate execution details and user code

• No-code distributed computation

• Backend agnostic, high level API

• Testable
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• TensorFlow

• PyTorch

Multi-paradigm

• distributed TensorFlow (Abadi et al., 2016)

• Ray (Moritz et al., 2017)
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RLgraph still relevant? 2022…

• Ray RLlib incorporates concepts of RLgraph 
Source: https://docs.ray.io/en/latest/rllib/index.html, accessed 18/10/2022

• Autograph far more capable

https://docs.ray.io/en/latest/rllib/index.html
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Critique

• Is being backend agnostic really beneficial?

• Constant updates with new backend versions necessary

• Increased maintenance effort

• Problems in one specific backend should be addressed in that 
backend

• Is mixing Python control flow with machine learning framework 
code really bad?

• Autograph
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