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What is Link Prediction

• Given current state of the graph
• Predict the likelihood of a future association between two nodes
• Application: bioinformatics, e-commerce, security domain
• Difficult Problem: Negative Link >> Positive Link (Huge class skew)
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What is Link Prediction

Given current state of the graph, we want to predict the likelihood of a future association between two nodes, and knowing that there is no association between two nodes in current graph

This problem can be applied to applications in bioinformatics where we find interactions between proteins
e-commerce where it can help build recommendation systems such as the "people who bought this also bought" 
security domain where link prediction can assist in identifying hidden groups of terrorists or criminals 
 
Many natural graph like social network are Sparse graph, which means that the ratio of actual and possible link is really low, so that we have far more negative links than the positive link, negative link grow quadratically whereas positive links grow only linearly with new nodes. This can results in huge class skew when we do supervised learning on graphs as we have far more negative data than positive data




Why GraphX

• View the same data as both graphs and collections

• Support from Spark
• lineage-based fault tolerance 
• Benefit from Spark ecosystem

• Performance Comparable to other Frameworks
• Giraph, GraphLab
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Now we have to choose a graph processing framework to represent our graph in the link prediction problem, and I choose GraphX.

So why GraphX

First, GraphX allows the same physical data to be viewed both as a graph and as collections. Without GraphX we would have to move data between frameworks and representation, for example when doing pagerank, we first have to extract page title and link from a xml file and store it in a table. Then we have to convert the table into a graph for running the page rank algorithm using specialised graph framework like GraphLab, and in the end return the results back into table again for analysing. This process contains extensive data movement and duplication and is difficult to use as we have to switch between framework. By viewing the same physical data as a graph and as table collections, GraphX allows us to stay within a single framework throughout the analytics process.

Second, as GraphX is built upon Spark, it can utilise lineage-based fault tolerance, whereas other graph framewproks only support checkpoint-based fault tolerance which has a higher overhead, so most users when using specific graph framework, will leave disabled because of the overhead.

Third, GraphX’s performance is comparable to specialized graph processing framework. For example, the diagram presented in the GraphX paper when doing pagerank, GraphX presents similar performance to graphLab and Giraph.
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Project

• Goal: Predict future co-authorships using DBLP citation dataset
• Tool: GraphX, Spark, MLlib
• Process

• Pre-processing
• Load Data
• Build Graph

• Actual Prediction
• Unsupervised Learning
• Supervised Learning

• Evaluation
• Unsupervised vs Supervised Learning
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The goal of this project is to predict future co-authorships using DBLP citation dataset

And this process is separated into three stages which are pre-processing, actual prediction and evaluation

In pre-processing step, we will load data from DBLP ciation datset and build a co-author graph using GraphX API

In actual prediction step, we will use both unsupervised learning and supervised learning methods to predict potential connection

In the end, I will compare the accuracy of both unsupervised and supervised learning 



Pre-processing

Paper AAuthor A

Author B

Author A Author B

Paper BAuthor C
Author C

DBLP Co-Author Graph
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The original DBLP dataset doesn’t contain relationships between authors, it only contains relationship between author and paper, so we have to infer them based on finding articles authored by multiple people.

We create CO_AUTHOR relationship between authors that have collaborated at least and produce the graph on the right using GraphX API



Actual Prediction

• Unsupervised Learning (Similarity Metrics)
• Common Neighbors (CN)
• Jaccard’s coefficient (JC)
• Adamic/Adar (Adar)
• preferential attachment (PA)

• Supervised Learning (Decision Tree - MLlib)
• Feature Vector

Node A Node B CN JC Adar PA Label 
(0/1)

Presenter
Presentation Notes
Next will use Unsupervised and supervised learning method to predict the connection between two nodes. For unsupervised learning, we will use multiple different similarity metrics, for example common neighbours looks at the number of common neighbours bwtween two nodes and the higher the number the higher the possibility that the two nodes have a link

But only looking at common neighobous might be misleading because it might not be because they are strongly related but because they have many neighbous so Jaccard’s coefficient solves the problem by diving number of common neighbors by number of total neighobous of two ndoes.

And there are many other link prediction algroithms that I will impelemnted in this project using GraphX and Spark.

For supervised learning, We will take all the metrics from unsupervised learning with a label and use them as a feature vector and feed into decision tree for training, mllib

And in the end, I will compare all these methods



Work Plan

• Literature Review (2 weeks)
• Pre-processing (6 Dec – 12 Dec)
• Implement Similarity Metrics Algorithms (6 Dec – 12 Dec)
• Implement Supervised Learning (13 Dec – 19 Dec)
• Evaluation (20 Dec – 26 Dec)
• Project Report (27 Dec – 2 Jan)
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The work plan I have already done some literature review and some pre-processing on the dataset, and next I will start implement the graph algortihms mentioned, the supervised learning and I will leave two weeks for writing up the project report and hopefully I can finish befire 2 Jan as planned
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