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Abstract

We explore the performance increase that
results from the use of robust domain-
independent pronoun resolution as a
component of an open-domain question-
answering (QA) system. We describe a
baseline system based on robust parsing,
named entity recognition, and matching
of underspecified (rMRS) semantic struc-
tures between question and putative an-
swer sentences, and its performance on the
TREC8 QA task. We derive an experi-
mental upper bound for improvement on
this task through use of a 2 sentence con-
text window around putative answer sen-
tences. We describe our pronoun resolver,
and its integration with the baseline sys-
tem. Finally, we assess the potential and
actual improvement in QA given the per-
formance of anaphora resolution on this
data and methods for integration with the
QA system.

1 Introduction

Open-domain question-answering (QA) involves
matching a representation obtained from a user’s
question against a document collection in order to
find appropriate short answers. It is intuitively clear,
at least for questions which do not contain many
equivalent correct answers in the collection, that in-
telligent use of the context around sentences which
match elements of the question should improve per-

formance. To give one example from the TREC-
8 QA dataset, the question,What country is the
biggest producer of tungsten?can be given the an-
swerChinausing the following passage:

The 15 countries attending the three-day
annual market review, which ended yester-
day, account for about 90 per cent of world
trade in tungsten products. They include
China, the biggest producer, which repre-
sents over 60 per cent of world trade...

However this requires the inference that China is
a country and the biggest producerof tungsten
to achieve a convincing match with the question.
The first inference can be assisted by resolving the
pronominal anaphorThey to its antecedentThe 15
countriesand the second via a more complex infer-
ence fromproducerback totungsten products.

We focus on the ability ofpronominalanaphora
resolution technology to provide enriched represen-
tations of sentences containing target answers which
can be used as the basis for the first type of inference.
We describe a baseline QA system based on robust
parsing, named entity recognition, and matching of
underspecified (rMRS) semantic structures between
question and putative answer sentences, and its per-
formance on the TREC8 QA task. We derive an
experimental upper bound for improvement on this
task through use of a 2 sentence context window
around putative answer sentences. We describe our
pronoun resolver and its integration with the base-
line system. Finally, we assess the likely improve-
ment in QA given the performance of anaphora res-
olution and method of integration into the QA sys-



tem.

2 The Baseline QA System

Our baseline system utilses the LingoERG gram-
mar and the LKB parser (Copestake and Flickinger,
2000) to analyse questions and construct composi-
tional semantic representations of them using min-
imal recursion semantics (MRS) (Copestake et al.,
1999). Robust MRS (rMRS) is a syntactic variant
of MRS which supports factorization and system-
atic underspecification of most aspects of this se-
mantic representation (Briscoe et al., 2002). rMRS
representations are factored into a set of elementary
predications (e.g.tungsten(x1)) and a set of (sorted)
variable equality statements (e.g.x1=x2). Variables
can be event or object arguments of predicates which
can be underspecified in cases where, say, it is un-
clear whether a PP is adverbial or adjectival, or can
be handles used to specify scope. For our experi-
ments we used 163 of the TREC 8 questions which
the LKB analysed and assigned rMRS representa-
tions.

The 1000 top-ranked documents for the TREC 8
QA task were parsed using the RASP (robust ac-
curate statistical parsing) system (Briscoe and Car-
roll, 2002). The highest-ranked analysis returned by
RASP for each sentence was converted to a rMRS.
Many of these rMRS representations are severely
underspecified because of the impoverished infor-
mation about lexical semantic types yielded by this
system. In addition, about 23% of grammatical re-
lations recovered by the RASP system in highest-
ranked analyses are incorrect on test data. There-
fore, we can assume that a similar proportion of the
elements of the rMRS recovered from the syntac-
tic analysis are likely to be incorrect. For a small
fraction of very long and complex sentences, lists,
and so forth rMRSs are based entirely on the part-
of-speech tag of each word as the parser timed out
before returning any syntactic analysis. An exam-
ple of the output of RASP is given in Figure 1.
The resulting (simplified) rMRS is underspecified
for the type of the (event) variable (u4), the object
(ARG2) of include, and the coreference between
China and the following appositive NP, etc. The
baseline QA system is based on checking the graded
compatibility of rMRS elements between questions

(|T/txt-sc1/---|
(|T/leta_s|

(|S/s_co_np1|
(|S/np_vp| |They_PPHS2|

(|V/np| |include_VV0|
(|NP/n1_name/-|

(|N1/n| |China_NP1|))))
|,_,|
(|NP/det_n| |the_AT|

(|N1/ap_n1/-|
(|AP/a1| (|A1/a| |biggest_JJT|))

(|N1/n| |producer_NN1|))))
(|Tacl/comma-e| |,_,|

(|S/whnp_vp| |which_DDQ|
(|V/np| |represent+s_VVZ|

(|NP/ap2_np| (|A1/a| |over_RP|)
(|NP/plu3|

(|N1/num2_nms|
(|NP/num| (|N1/n| 60_MC))

(|N1/nms_nms| |per_NNU|
(|N1/n_of| |cent_NNU|

(|PP/p1|
(|P1/p_n1| |of_IO|

(|N1/n1_nm| |world_NN1|
(|N1/n| |trade_NN1|

))))))))))))))
GRs:
(ncsubj represent+s_VVZ which_DDQ _)
(dobj represent+s_VVZ cent_NNU _)
(ncsubj include_VV0 They_PPHS2 _)
(dobj include_VV0 China_NP1 _)
(ncmod _ producer_NN1 biggest_JJT)
(detmod _ producer_NN1 the_AT)
(ncmod _ include_VV0 producer_NN1)
(ncmod _ trade_NN1 world_NN1)
(ncmod of_IO cent_NNU trade_NN1)
(ncmod _ cent_NNU per_NNU)
(ncmod _ cent_NNU 60_MC)
(mod _ cent_NNU over_RP)
(cmod _ include_VV0 represent+s_VVZ)

rMRS:
they_rel u2, include_rel u4
ARG1 u4 u2, ARG2 u4 u7
china_rel x6, the_rel x12
biggest_rel x12, producer_rel x12
which_rel x27, represent_rel e29
over_rel e29, 60_rel u33
per_rel x35, cent_rel x37
of_rel e39, ARG2 e39 x41
world_rel x41, trade_rel x50

Figure 1: System Outputs



rMRS 0.472
+Morph 0.476
+WordNet+NE 0.484
rMRS+Context 0.619

Table 1: Baseline System(s) MRR Performance

and putative answer sentences. The TREC 8 QA
dataset and evaluation system was used to optimize
the weights and matching criteria which determine
the overall level of compatibility when matching dif-
ferent components of the rMRS structure. This re-
sulted in a system which ignored elementary predi-
cations for closed class items, abstracted over sub-
types of major parts-of-speech, used morphologi-
cal analysis to match morphologically-related predi-
cates (e.g.producer andproduction), WordNet hy-
ponym and synonym variants of predicates (e.g.in-
habitant ; soul), and named entity (NE) recogni-
tion to filter out entire rMRSs which did not contain
a NP of the same sort as the question. The novel ele-
ment to this baseline QA system is that it utilizes two
extant parsers to generate rMRS representations for
questions and document sentences and uses rMRS
as the prime representation level upon which all as-
sessments of compatibility are made.

3 Performance on the TREC 8 QA Task

Since our baseline system was optimized on the
TREC 8 data, its performance on this data is not a
realistic assessment of its general utility. Table 1
gives the mean reciprocal rank (MRR) for the base-
line rMRS matching system, the baseline system
with morphological analysis, and the baseline sys-
tem with WordNet and NE filtering. The final col-
umn gives the results for our simplest baseline sys-
tem with the addition of two sentence contexts to ei-
ther side of the matching sentence, where all 5 sen-
tences are submitted to the evaluation system1. It is
clear from these results that, whilst the use of mor-
phological and semantic relationships (from Word-
Net) and semantic filtering via NE sorts does im-
prove performance, a far more dramatic improve-
ment is possible by inclusion of further context.
Note that submitting the entire context to the eval-

1Morton (2000) reports that a look-back of 2 sentences
makes the antecedent of a pronoun accessible 98.7% of the time.

rMRS 0.150
+Morph 0.178
+WordNet+NE 0.270
+Context 0.470

Table 2: Performance on Unseen Sentences

uation code is a crude way of assessing an upper
(experimentally-derived) bound on correct exploita-
tion of this context in the 50byte task. Assuming
100% exploitation of context in this way reduces the
number of unanswered questions by about 33%.

We have also tested various variants of our base-
line system on a small sample of unseen data from
the TREC 9 QA track and results for these 10 sen-
tences do support the conclusion that the match-
ing criteria and weights selected are valid – see Ta-
ble 2. If we could effectively exploit context to de-
rive the correct short answer, then this would im-
prove the performance of the system significantly
and this would produce a bigger increase in per-
formance (potentially) than focussing on variants of
predicates in matching.

4 The Utility to QA

Analysis of the top 5 matching contexts returned
by the baseline system revealed that there are 1041
third person pronouns in the contexts (roughly 1.2%
of the total number of words). This suggests that
anaphora resolution might be able to enrich the rep-
resentation of the highest-matching sentence so that
the correct short answer could be directly extracted
via this sentence. For instance, returning to the ex-
ample in section 1, resolvingTheyto The 15 coun-
tries would license the addition of an equality state-
ment between the rMRS variables associated with
these two NPs, and this would yield an enriched
rMRS for the sentence containingChina pointing
to an elementary predication forcountries. Accu-
rate anaphora resolution will improve the match, but
there remain further inferences to be made before
we can guarantee that this sentence will become the
highest-ranked match to the question rMRS.

We evaluated all the matching contexts, given
the baseline rMRS system, to determine whether
anaphora resolution would potentially improve per-
formance by increasing the compatibility of ques-



intraP 0.11
interP 0.04
interD 0.13
contx+ 0.14
contx- 0.10

Table 3: Proportions of Contexts Improvable

tion rMRS and the enriched rMRS of the sentence
containing the answer in the context. Table 3 classi-
fies the proportion of contexts in which resolution of
intrasential pronominal anaphora (intraP), intersen-
tential pronominal anaphora (interP), and intersen-
tential definite description (interD) anaphora could
improve QA performance in this sense.2 It also in-
dicates where more open-ended contextual inference
could, in principle, work (contx+) and where the
context is not sufficient (contx-, i.e. contexts where
the match to the answer is effectively spurious). The
remaining proportion (0.48) of contexts not classi-
fied in Table 3 contained correct answers consist-
ing of phrases, often appositives NPs, in the match-
ing target sentence which also included all the in-
formation required to match the question and gen-
erate the correct short answer. This high propor-
tion may reflect the artificial method in which the
TREC 8 QA track questions were created. How-
ever, if the remaining data are representative, they
suggest that anaphora resolution has a significant
role to play in the exploitation of context. Ignoring
the 10% of spurious contexts, anaphora resolution
is potentially beneficial in two thirds of the remain-
ing contextual cases, and about 30% of the TREC
8 questions overall. This result does not imply that
perfect anaphora resolution would improve perfor-
mance by one third or better – only a small num-
ber of sentences containing correct short answers
would be sufficently enriched by resolving anaphors
to support straightforward generation of the short
answer by rMRS matching. Nevertheless, it does
suggest that anaphora resolution is a necessary and
potentially significant component for the effective
exploitation of context in a QA system.

2We are assuming that cases of intrasentential definite de-
scription anaphora, such as in appositives, will be handled cor-
rectly by the parser and rMRS pattern matcher.

5 Robust Domain-Independent Anaphora
Resolution

Accurate anaphora resolution requires access to
syntactic information in order to compute non-
coreference constraints and to compute the struc-
tural salience of potentially coreferential an-
tecedents. Work by Lappin and McCord (1990)
and Lappin and Leass (1994) demonstrated that rea-
sonable performance could be achieved, given
an accurate and detailed enough syntactic anal-
ysis from which predicate argument structure
(or deep grammatical relations including ‘un-
derstood’ control relations) could be extracted.
Kennedy and Boguraev (1996) demonstrated that
robust anaphora resolution could be achieved, using
tags encoding lexical syntactic category and surface
grammatical relations to compute salience but not
non-coreference constraints. Castano et al. (2002)
demonstrated that an even more syntactically im-
povershed system only utilizing part-of-speech tags
could achieve reasonable performance, particularly
on anaphoric definite descriptions, if supplemented
with rich domain information in the form of sortal
constraints. Ge et al. (1998) developed a probabilis-
tic approach which integrated both types of syntac-
tic factor with many others, such as distance and
mention rate of the antecedent, as well as domain-
dependent lexical information. All these systems
achieved accuracy rates of 70% or better. How-
ever, meaningful comparison is hard because of the
slightly different evaluation schemes employed and
very different datasets used.

Preiss and Briscoe (2003) describe a reimplemen-
tation of the system of Lappin and Leass (1994)
(hereafter LL) using the grammatical relations (GR)
output from the RASP system. The RASP system
makes very little use of lexical information (unlike
most statistical parsers) in an attempt to remain (ini-
tially) as domain-independent as possible. As the
system returns ranked analyses, this does not pre-
clude reranking utilizing domain-dependent (lexi-
cal) information where this is available, but our goal
is to achieve useful levels of accuracy without re-
lying on the availability of domain-specific lexical
resources. We have pursued a similar approach
to anaphora resolution, attempting to exploit struc-
tural information fully in order to produce as ac-



Factor Weight
Sentence recency 100
Subject emphasis 80
Existential emphasis 70
Accusative emphasis 50
Indirect object/oblique 40
Head noun emphasis 80
Non-adverbial emphasis 50
Parallelism 35
Cataphora 175

Table 4: LL Salience Weights

curate a domain-independent ranking of potential
antecedents as possible. As yet, our implementa-
tion does not cover definite descriptions, although it
would be possible, in principle, to do so by utilizing
WordNet or another relatively domain-independent
lexical resource to capture the synonymy and hy-
ponymy relations required to evaluate sortal com-
patibility between antecedents and anaphoric defi-
nite descriptions.

The RASP GR scheme utilizes 20 GRs
organized into an inheritance network (see
Carroll et al. (2003)). An example of GR out-
put is given in Figure 1 above. LL’s non-coreference
constraints can be captured effectively in terms of
this GR scheme. For example, RASP output for
Kim seems to want to see himincludes the GRs:

(ncsubj see_VV0 Kim_NP1 _)
(dobj see_VV0 he_PPHO1 _)

and LL’s argument domain filter can be succinctly
encoded as:

(arg - X N -)
(arg - X P -)

where arg ∈ {ncsubj, dobj, iobj, obj2}, X is a
variable over predicates, and N and P are nominal
and pronominal dependents of X respectively. Thus
Kim and him are predicted to be non-coreferential
because they are both arguments (dependents) of
the same (head) predicatesee. All of LL’s non-
coreference and agreement filters can be imple-
mented in terms of such patterns over RASP GR out-
put (see Preiss and Briscoe (2003)).

LL’s salience factors and weights are given in Ta-
ble 4. The factors are straightforwardly computed

BC BU CH C1 C2
1 60 63 63 63 61
2 51 53 54 55 54
3 70 70 69 67 69
4 67 65 70 64 67
5 55 53 50 52 52
µ 61 61 62 61 61

Table 5: Anaphora Results

from RASP GR output and the overall salience of a
potential antecedent is a weighted sum of these fac-
tors. The original LL weights were manually set on
the basis of heuristic experiments with their data.

Preiss and Briscoe (2003) and Preiss (2002) re-
port experiments on a new annotated corpus, drawn
from the BNC (Leech, 1992), containing 2400
manually-resolved pronominal anaphors. The cor-
pus was divided into 5 sections containing roughly
equal numbers of anaphors. GR output was ob-
tained for the anaphora corpus from five statisti-
cal parsers: RASP (BC), Buchholz (2002) (BU),
Charniak (2000) (CH), Collins (1997) model 1 (C1)
and model 2 (C2). For the latter three parsers, we
implemented GR extraction rules for Penn Treebank
analyses. In Table 5, we present the results (pre-
cision only as all pronouns are always attempted,
meanµ) obtained from our implementation of the
LL algorithm using the output from all five parsers.
These results revealed no significant parser differ-
ences in performance on anaphora resolution. How-
ever, given that the RASP system is the least lexical-
ized of the five evaluated, this result suggests that
state-of-the-art and domain-independent anaphora
resolution can be achieved this way. Error analy-
sis does, however, reveal that the LL algorithm is
not optimal. For example, the argument-contained
filter, used to preventHe and the mancoreferring
in examples likeHe believes that the man is amus-
ing, removed the correct antecedent in 12 sentences
with intrasentential anaphors, despite the correct-
ness of the GR output, and similarly 8 antecedents
were ruled out by hard agreement constraints.

6 Performance on the QA Contexts

In order to evaluate the utility of incorporating
the RASP-GR+LL algorithm described above into



our baseline QA system, we parsed the contexts
identified in Table 3 which contained pronominal
anaphors and ran the LL algorithm on the GR out-
put. Manual evaluation of the output revealed that
73.2% of these anaphors were correctly resolved by
the system. Error analysis revealed that 36% of the
errors were caused by misidentification of the head
of the antecedent rather than misidentification of the
antecedent (e.g.El instead ofEl Nino). Several er-
rors were a consequence of chain effects where an
initial anaphor was incorrectly resolved to a full NP
antecedent and subsequent anaphors, though cor-
rectly resolved to the initial anaphor, then ‘inherited’
the incorrect full antecedent through this chain3.

7 The Contribution to QA

To assess the contribution to performance that a
domain-independent anaphora resolution compo-
nent would make to a QA system, we augmented
the rMRS provided to our baseline QA system
by adding variable equality statements binding an-
tecedent and anaphor, as found by the resolution
component, in the rMRS representations, which
were then fed to the compatibility matching com-
ponent of the QA system.

In the cases where the correct antecedent is found
the potential effects are two-fold. Firstly, the target
sentence may receive a higher ranking because of
the higher degree of resultant compatibility between
question rMRS and that of the target sentence. Sec-
ondly, elementary predications obtained via the an-
tecedent may enable the QA system to directly con-
struct an appropriate short answer from the target
sentence. Conversely, ranking may decline if an-
tecedents are incorrect, or if variable linking results
in irrelevant rMRSs being added.

We assessed the effect on ranking by providing
several enriched rMRS representations to the com-
patibility matching component (along with all the
rMRSs for the rest of the top-ranked documents).
We assessed the ability of the system to extract a
short answer from the highest-ranked sentences by

3We have not directly tested the alternative architecture in
which anaphora resolution is applied to the entire document col-
lection (as with parsing) prior to any matching. Our assumption
is that, given the level of performance of the anaphora resolution
component, this would result in additional noise and degraded
performance over its focussed application in shorter matching
contexts.

Baseline 0.491
+antecedent 0.510
+direct-subst 0.499
+partial-rMRS 0.483
+full-rMRS 0.459
+context 0.619

Table 6: MRR with Anaphora

submitting these sentences together with the textual
forms associated with the additional rMRSs to the
evaluation system.

In Table 6 row ‘rMRS’ gives the MRR score for
a slightly optimized baseline system (as described
in section 3) and rMRS+context restates the experi-
mental upper bound achievable through optimal ex-
ploitation of the context window (with the caveat
that it is an overestimate due to spurious answer
matching, see section 4). Row +antecedent reports
the MRR score obtained by manually substituting
the antecedent found by the anaphora resolution sys-
tem for the pronoun(s) in the text of the target sub-
mission sentence. This provides an upper bound on
performance increase, modelling optimal integration
of information from the antecedent constituent. Row
+direct-subst reports the MRR obtained by automat-
ically enriching the rMRS for the target sentences
with the elementary predications corresponding to
the head (nouns) of antecedents of anaphors in the
context window. Row +partial-rMRS gives results
when the rMRS for the target sentence is automati-
cally enriched not only with the rMRS correspond-
ing to the antecedent head but also any other elemen-
tary predications and argument constraints on the
variable introduced by the antecedent head elemen-
tary predication. Row +full-rMRS gives the MRR
for a system which integrates the entire rMRS for a
context sentence containing an antecedent, and that
of its preceeding sentence if it is also anaphorically
linked to it or the target sentence.

The improvement in MRR for manual integration
of the antecedent illustrates that pronoun resolution
has the potential to improve ranking (and identifica-
tion) of potential answers that would otherwise not
be detected. Returning to our previous example, the
baseline QA system found the optimal sentence:

Tungsten producing and consuming coun-



tries have been meeting this week in
Geneva...

The approach correctly resolved the pronounTheyin
the correct sentence tocountryin the passage. Inte-
grating these rMRS structures increases the ranking
(match score) for the correct sentence:They(coun-
try) include China, the biggest producer. . .above
that of the previous (incorrect) sentence. Further
analysis demonstrated that 71% of the submissions
are improved by this method. In 90% of the cases,
this improvement was not reflected in terms of MRR
score as the anaphora resolution occurred for sen-
tences in which the resolution referred to an an-
tecedent from the same (correct) submission sen-
tence. For QA in general, however, this result is still
important as the improved context can be used dur-
ing NE recognition and short answer construction.
This example also highlights that integration of fur-
ther information is potentially beneficial. The rank-
ing of the correct sentence would further improve
if the integration cintext and target sentences also
included the ‘tungsten’ and ‘products’ predications
from the context sentence.

The automatic methods we explored for the ad-
dition of rMRS structures corresponding to the an-
tecedent and increasingly larger amounts of the con-
text sentence underperformed manual integration of
the textual antecedent. For +full-rMRS we expected
a lower MRR because often the merging of irrel-
evant rMRSs from the context causes the correct
target sentence to be ranked lower or not selected.
The optimal amount of rMRS from an anaphorically
linked sentence to add to that of the target sentence
lies somewhere between the full rMRS and the ele-
mentary predication for the head of the antecedent.
The main factor in the poor performance of partial
rMRS integration is a consequence of the high de-
gree of underspecification in the rMRSs output by
our current QA system.

8 Conclusions

We have demonstrated experimentally that anaphora
resolution is highly-relevant to open-domain QA
(both in theory and in practice). However, the
accuracy and manner of integration of domain-
independent anaphora resolution is critical to ef-
fective deployment in open-domain QA. Using an

extant resolver to conservatively enrich the rMRS
of a target answer sentence containing a pronoun
leads to an improvement in MRR, but there is still
room for improvement as the approach fails to effec-
tively enrich the representation in 29% of contexts.
We have noted failures in the LL algorithm that
could be addressed and in addition, the RASP sys-
tem and other robust parsers (e.g. Buchholz (2002);
Clark et al. (2002)) continue to be developed and
improve, yielding more accurate starting points for
anaphora resolution. Optimally defining the rMRS
substructure from an anaphorically-linked context
sentence to integrate with the target sentence rMRS
is difficult in our current QA system. Extraction of
more informative rMRS from the RASP system out-
put should ameliorate this problem.

It is difficult to assess how potentially useful or
genuinely effective domain-independent anaphora
resolution would be for QA on different data.4

Newspaper articles, as used in many extant TREC
QA competitions, contain many anaphors. However,
in different genres, such as scientific articles where
we might expect QA systems to find genuinely use-
ful application (e.g. Zweigenbaum (2003)), current
anaphora resolution technology may not be so help-
ful. In this genre, sentences tend to be longer and
a higher proportion of anaphors are definite descrip-
tions, requiring more domain-dependent lexical in-
formation for high precision resolution.

Morton (2000) reports a small improvement when
adding a coreference component to a QA system
on the TREC 8 QA dataset. However, his re-
sults don’t quantify the effect of coreference res-
olution effectively as his baseline system heuris-
tically includes terms from surrounding sentences,
being based on passage retrieval rather than sen-
tence parsing and matching. Morton utilizes a su-
pervised approach to pronominal anaphora resolu-
tion which, unlike ours, requires labelled training
data and is arguably less domain-independent. He
also resolves proper noun coreference and some def-

4It is easy to show such an effect in principle:
Katz and Lin (2003) demonstrate that there are combinations of
questions and document sets containing candidate answers that
require syntactic analysis to recover GRs for accurate QA. With
16 carefully chosen questions which exhibit high semantic con-
fusability between subjects and objects of the relevant predi-
cates, system precision leapt from 29% for keyword matching
to 84% for GR extraction.



inite description anaphora. Our future work will ex-
plore a more graded approach to non-coreference
constraints by adopting a probabilistic framework of
the type utilized by Ge et al. (1998), incorporating
other domain-independent factors such as distance
and mention in the resolution decision as well as ex-
tension of the approach to definite descriptions.
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