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AbstractInterest in Connection Admission Control (CAC) algorithms stems from the need for anetwork user and a network provider to forge an agreement on the Quality of Service (QoS)for a connection the user wishes to have admitted into the network. The CAC algorithmmust balance the competing interests of the user wishing to obtain a desired QoS from thenew connection and the need of a network provider to maintain the agreed QoS of existingconnections. This study uses the Fairisle ATM LAN integrated into a test-rig speci�callydesigned to compare CAC algorithms to assess a threshold-based CAC algorithm for ATMnetworks. Two sets of results are shown; the �rst for a preliminary study used to establishparameters of the CAC as well as parameters of the evaluation experiments. The secondset of results covers the evaluation of the CAC algorithm and includes a comparison withthe results gained using other CAC algorithms and results from theoretical models.Results in this study show that threshold values calculated by BTL collaborators wereoptimistic giving a higher than desired CLR value. The relationships between CLR, meanline utilisation and threshold were established empirically for a variety of sources andnetwork connection load conditions. These results enabled a comparison between tra�ctypes that possessed the same broad tra�c descriptors such as Peak Cell Rate, showingthat the threshold values depended not only on connection load but also on tra�c type.This study presents the empirically established results for the relationships between CLR,mean line utilisation and threshold for a range of o�ered load, thereby allowing the e�ectof o�ered load on these relationships to be demonstrated. The concluding set of resultsof this report are the comparison of estimated results using the threshold mechanism withresults for two other CAC algorithms.
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1 INTRODUCTION1 IntroductionConnection Admission Control (CAC) denotes the set of actions taken by the networkduring the call set-up phase in order to accept or reject an ATM connection. A connectionrequest is only accepted when su�cient resources are available to carry the new connectionthrough the network at its requested Quality of Service (QoS) while maintaining the agreedQoS of existing connections. During the connection set-up phase the following informationhas to be declared, negotiated and agreed between the \user" and \network" to enableCAC to make a reliable connection acceptance/rejection decision:� A Service Category (such as Constant Bit Rate (CBR) or non-real-time-Variable BitRate (nrt-VBR))� a QoS class expressed in terms of cell transfer delay, delay jitter and cell loss ratio(CLR), and� speci�c limits on tra�c volume the network is expected to carry.For a given connection across a network it is not necessary that all these aspects ofthe CAC decision be declared every time. Many of the parameters, such as (CLR) or celldelay transfer may be implicit for the network on which the connection is being requested.As a result the actual information declared between a prospective \user" and a \network"may be only the service category and a characterisation of the tra�c volume limits. Anexample of this would be that a call is made on the assumption a certain QoS is availablein a network and when it makes its connection it declares that it is a nrt-VBR call witha speci�c Peak Cell Rate (PCR), Sustained Cell Rate (SCR) and Maximum Burst Size(MBS).It can be seen that the algorithm controlling the decision made during the CAC willcontrol the policy of the network. This decision will attempt to balance the requirementsof the \user" (achieve the desired QoS) versus the requirements of the \network" (do notviolate the QoS guarantees made to other pre-existing connections). As a result of thisbalance of \trade-o�s", a highly pessimistic CAC algorithm may always achieve the QoSby assuming the worst possible characteristics about a new connection. As a result thisalgorithm would allow few connections into the network; in return for always achievingthe QoS commitment, such a CAC algorithm would potentially waste resources { leavingmuch of the network under utilised. In comparison, a highly optimistic algorithm couldalways assume the best possible characteristics about a new connection. Such an algorithmwould risk violating the QoS contracts made to existing connections for the sake of makingmaximal use of the available resources. An ideal CAC algorithm will achieve an evenbalance between \user" and \network".During the development of such ideal CAC algorithms, substantial e�ort has been in-vested in modelling and experimenting with the entire network situation. Models are madeof all aspects of the situation including tra�c sources, network behaviour, the multiplex-ing of new connections and the variety of CAC algorithms available. However modelling1



1 INTRODUCTIONalone does not satisfactorily assess the behaviour of real CAC algorithms implemented inreal situations. Additionally, common modelling techniques involve the use of simulatedsources of tra�c; these are used because they are well understood and easily generated.However due to the variety of sources and the continual development of new network users(and thus new types of tra�c sources), such simulated sources of tra�c do not representadequately the range of behaviours such tra�c sources can have in a network.The inability to model the whole of a real-world CAC process and the inability toadequately represent real sources of tra�c mean it becomes desirable to evaluate CACalgorithms in a controlled experimental situation using real tra�c sources in an actualnetwork. Through the use of modelled tra�c sources a comparison can be conductedbetween the theoretical models of the CAC situation and the implementation; this enablesboth the feedback to improve CAC algorithms and a way to ensure realistic assumptionsare made in the construction of CAC algorithms. By using real sources of tra�c, such asvideo data streams or client-server �le system tra�c, the CAC algorithm can be testedagainst tra�c sources that are less easily modelled thereby ensuring their usefulness in thereal-world environment.Section 2 discusses the sources used in this CAC evaluation. The �rst source typeis based upon a theoretical model; this means it is both easily simulated and has wellunderstood characteristics. The second source type has been created from video streamdata and represents a common real-world network application. Section 2 discusses issuesinvolved in the encoding of video for transport over a network.Following on from the discussion of sources used in this evaluation, Section 3 detailsthe function of CAC algorithms based upon thresholding techniques and how these algo-rithms adapt to the varying of network conditions. This section covers the concepts of\o�ered load" and the role played by this concept in the normalisation of di�ering networkparameters in order to make threshold techniques more manageable. The BT adaptiveCAC algorithm, also referred to as the Key CAC algorithm, is discussed and parametersfor the evaluation of the CAC algorithm are given. This section concludes by documentingaspects of time scales as they relate to the functioning of the Key CAC algorithm.Section 4 describes the experimental con�guration used to conduct an initial set ofexperiments. The initial experiments were designed to establish parameters of the CACmechanism as well as parameters of the evaluation experiments to be conducted. To thisend the initial experiments consisted of simple con�gurations of equipment to source andsink tra�c sources with tra�c streams passing through the instrumented ATM switch.Section 4 makes a discussion of the unique characteristics of the ATM switch as well asthe methods used to create multiple tra�c streams for the initial experiments.The objectives of the initial experiments documented in Section 5 were to give resultsthat would enable our BTL collaborators to check e�ective bandwidth calculations andto investigate the relationship between CLR and bu�er over
ow. Additionally the initialexperiments allowed the level of accuracy required for each experiment to be established;this established directly the minimum number of cells to give a balance between the runtime of experiments and obtaining statistically signi�cant values for CLR.2



1 INTRODUCTIONSection 6 describes the experimental con�guration used in the evaluation of the BTadaptive Threshold based CAC algorithm. The philosophy in the design and constructionof the CAC test-rig was to allow comparison of one CAC algorithm with another under nearidentical conditions of connection load. Such a requirement implies that the evaluationenvironment must allow control of tra�c types and connection characteristics such asattempt rate and connection holding time. In addition to controls of connection load,the test-rig must allow substitution of one CAC algorithm for another while allowinginformation about the performance of the system to be collected and compared. Such needslead to three goals for the test-rig; high performance { allowing connection rate, adaptable{ allowing multiple CAC algorithms each with its own requirements for measurement andcalculation and �nally high repeatability { to allow for accurate comparison of consecutiveexperiments. In addition to a description of the CAC test-rig, Section 6 evaluates theperformance, repeatability and adaptability of the completed test-rig.Section 7 concludes this report with a coverage of the results gained using the BTadaptive CAC algorithm. Initially this takes the form of assessing the algorithm usingthreshold values calculated by our BTL collaborators although it is expected that it willbe necessary to empirically establish the relationship between threshold value, CLR andmean line utilisation through a more extensive series of experiments. The procedure ofestablishing empirically the relationship between the threshold value, CLR and mean lineutilisation is extended to two video-derived tra�c sources. Each of the two video sourcespresented to the network di�erent values of \o�ered load" and will give an opportunityfor a comparison in the behaviour of a threshold-based CAC algorithm under two di�erentload circumstances. The next stage of results involves using a mixture of tra�c typesto give a range of o�ered load into the network system. The results gained through theuse of a range of o�ered load values enables the establishing of the e�ect of o�ered loadon the relationships that exist between CLR, the thresholding value and the mean lineutilisation. Section 7 closes with a comparison of the results gained using the BT adaptiveCAC algorithm with results gained using two other CAC algorithms. The comparisonenables the advantages and disadvantages of each CAC algorithm to be clearly contrasted.
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2 TRAFFIC SOURCES2 Tra�c SourcesTwo types of sources are discussed in this section. One source type is a theoretical modelsource whose characteristics are both easily simulated and well understood. The secondsource type has been created from video stream data and represents a common real-worldnetwork application.In order to both both make comparison with theoretical results and test predicatedvalues for the CAC algorithm we use a theoretical source model. By using a source thatcan be easily simulated, such as a theoretical source model, the results gained from theo-retical models of the CAC process can easily be compared with results gained from a CACimplementation that uses tra�c sources with the same characteristics. In this way thetheoretical results can be veri�ed in a practical implementation.In comparison, the tra�c representing a video stream data has been created from realvideo data. A tra�c stream is created that represents the carriage of the video data asnetwork tra�c. In this way we have a reproducible but not easily model-able tra�c sourcerepresentative of real-world tra�c streams.The four sources used in this study are listed, alongside their characteristic parameters,in Table 2.1. Name source type PCR SCR MBSTP10S1 theoretical 10Mbps 1Mbps 25TP20S5 theoretical 20Mbps 5Mbps 50VP10S1 video stream 10Mbps 1Mbps 25VP5S2 video stream 5Mbps 2Mbps 50Table 2.1: Tra�c sources used in this study.
2.1 Tra�c representation in ATMDuring this study a well-de�ned form is used to represent ATM tra�c. This form is neededto represent streams of tra�c to be transmitted by tra�c generators. If these streams aregenerated o�-line, it involves the creation of a list of integers each representing a cell. Inthis way the tra�c generation needs a simple play list of cells that counts the timing ofcells, rather than the content of the cells or any other aspect. This comes about becauseATM tra�c can be represented as a stream of cells and the spaces between cells. Thusthe tra�c stream can be described as a series of integers, each integer counting inclusivelythe number of cell-slots between one cell and the next in the stream. Figure 2.1 illustrateshow a stream of cells of tra�c can be characterised as a series of Inter-Cell Times (ICTs).Throughout this study, ICTs are used to represent streams of tra�c. In this waystreams of tra�c can be indicated with a stream of integers and not the full data of thetra�c stream. Such an approach reduces the complexity of producing and reproducingtra�c streams as required. 5



2 TRAFFIC SOURCES
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2.2 Sources based on Theoretical ModelsThe sources in this study that are based on a theoretical model are called TP10S1 andTP20S5. The theoretical model used is a Markov 2-state on-o� source as shown in Fig-ure 2.2. The burst sizes and inter-burst spacings each have an exponential distributionwith means derived from the MBS and SCR respectively. In the on-state, the cells of aburst are emitted at PCR.The behaviour of tra�c from the source is based around the uniformly distributedrandom variable X and the tra�c properties of PCR, SCR and MBS. The variable X inturn, is based on a pseudo-random number generator. As a result, several tra�c generatorscan have consistent tra�c properties of PCR, SCR and MBS yet, through the use ofdi�erent seeds to the pseudo-random number generator, the generators will create a streamof cells that will di�er over time in the cell level characteristics of burst length, burst sizeand inter-burst spacing.2.2.1 TP10S1The TP10S1 tra�c type has a PCR of 10Mbps and an SCR of 1Mbps. The cell burststhemselves have an MBS of 25 cells. This means cell bursts will be transmitted at 10Mbps,6
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Figure 2.3: The histogram of ICTs for a single TP10S1 source.the exponentially distributed cell bursts have a mean length of 25 cells and the exponen-tially distributed inter-burst spacing gives an SCR of 1Mbps.Figure 2.3 is the histogram of inter-cell spaces for a single tra�c source with TP10S1characteristics. While unclear in the �gure, there is a large peak at an ICT of 10, thiscorresponds to the ICT of the PCR. Such a large peak occurs because the bursts of tra�cgenerated in this source are transmitted at the PCR.The tra�c created by the TP10S1 source is random with a mean activity equal to theSCR of 1Mbps. Figure 2.4 shows the output of one generator and Figure 2.5 shows themultiplexed output of ten independent generators.2.2.2 TP20S5The theoretical source TP20S5, like the source TP10S1, is based on a 2-state Markov on-o�source. TP20S5 has di�erent tra�c characteristics, it has rate characteristics of a PCR of20Mbps and SCR of 5Mbps. The cell bursts themselves have an MBS of 50 cells. Thismeans cell bursts will be transmitted at 20Mbps, the exponentially distributed cell burstshave a mean length of 50 cells and the exponentially distributed inter-burst spacings givean SCR of 5Mbps.However, the TP20S5 source was not used beyond the initial study. The decision notto use TP20S5 in CAC evaluations was taken because, in hindsight, the source parameterswere too high in comparison to the link bandwidth and bu�er length of the ATM switchin the test network. 7
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2 TRAFFIC SOURCES2.3 Sources based on Video StreamsThe sources in this study used to represent real-world, rather than theoretical, tra�c arebased on video data streams. These tra�c sources are called VP10S1 and VP5S2. Eachof these sources represents the carriage of video stream data in ATM cells along a streamwith pre-de�ned values of PCR, SCR and MBS. Through the selection of PCR, SCR, MBSwe can create a tra�c source whose broad characteristics are the same as our theoreticalsource, yet exhibit signi�cant di�erences at the cell level characteristics of burst length,burst size and inter-burst spacing.Each of the two video sources is created from a data �le containing a sequence ofintegers. Each integer denotes the number of bytes that results from a frame of the videocompressed using MPEG 1 [24].The conversion of video data into a cell stream involves the conversion of large, periodicsets of data (a frame) into variable numbers of cells. The conversion process must allowspeci�cation of the SCR, PCR and MBS values. Such a conversion could occur in severaldi�erent ways and these methods, as well as the rationalisation for the method chosen, aregiven in the context of a variety of methods to choose from.The easiest method would be to convert the whole frame into a large block of ATMcells, and to then transmit these cells at the PCR for the connection. Such a method hasthe advantage that the PCR can be speci�ed, additionally the desired SCR can be selectedby adjusting the rate at which frames are transmitted. Figure 2.6 (a) gives a pro�le of thebytes per second that might occur in this encoding system. This method is not satisfactory,the main problem is that associated with cell burst sizes.For a frame consisting of 75,000 bytes1 a conversion of this data into ATM cells wouldcreate a single burst of 1,563 cells in length. A typical ATM switch would not carry bu�erssized to cope with such a large burst, certainly in our experiment the bu�er was 100 cellsin length, and while the burst may be at only a percentage of the total link bandwidth,only a few connections of this type of tra�c would quickly over
ow the bu�ering capacityof a switch causing high loss in the encoded frames. Additionally, this method could notachieve a nominated mean (cell) burst size. The mean burst size would instead be directlyrelated to the mean frame size.An alternative approach would be to space the transmission of the cells of each burst outover the entire duration of each frame. Figure 2.6 (b) gives a pro�le of the bytes per secondthat might occur in this encoding system. This technique is not unusual; it is commonlyused when matching the output of a `bursty' device to a low bandwidth transmission path.It can be seen that while this would make the tra�c more paci�c, reducing the potential forbu�er overrun at the switch, it does not really address the problems of the former method.Additionally, the PCR is no longer able to be speci�ed as cells are transmitted at a ratederived from the frame rate. The overall mean of SCR can still be speci�ed by using anappropriate value for the frame rate.An improved method would be to divide the frame into blocks of a �xed size and1The value of 75,000 bytes is not an arbitrary selection, it is the mean frame size of one of the videosequences used in this study. 9



2 TRAFFIC SOURCEStransmit these blocks at the PCR. In this way the PCR can be speci�ed, the SCR can beachieved by selecting an appropriate frame rate and the MBS can be achieved by selectingthe block size as the MBS value. Figure 2.6 (c) gives a pro�le of the bytes per secondthat might occur in this encoding system. The disadvantage of this system is there is novariance in the block size, the block size is set at the value of the MBS.A �nal alternative technique would be to transmit the frame using a �xed numberof pieces per frame. This system of dividing a frame into pieces occurs in commerciallyavailable codecs [27]. The tra�c is bundled into pieces, or more correctly `slices', eachslice corresponding to a region in the MPEG coding standard [24]. Each slice includesan AAL5 [8, 9] wrapper thus each slice can be transmitted in a manner that allows errordetection. The name `slice' is derived because each is a horizontal region of the originalimage. A slice technique is used in image transmission because it reduces the latency withwhich an image can be reconstructed; slices of the image can be reconstructed as it isreceived. Thus the compression and/or decompression process can occur in parallel withthe transmission of an image frame.In addition to being a common commercial technique, slices allow transmission of theblocks at PCR, the SCR can be set using an appropriate frame rate and by using anappropriate number of blocks per frame, the desired MBS can be achieved. This techniquehas one disadvantage not easily overcome; it has a periodicity as the bursts occur at aregular rate. Figure 2.6 (d) gives a pro�le of the bytes per second that might occur in thisencoding system. This �nal method is the technique used in this study for video streamsinto tra�c sources..Formula can be used to calculate the required frame rate and the required number ofslices per frame that need to be used to achieve the desired PCR, SCR and MBS. Theformula used to convert the frame size data into slices is as follows:s = F=(48� B �H)where s is the slices per frame, F is the mean frame size, B is the mean burst size and His the overhead per slice (such as AAL5 encoding).2 In this way an overhead per slice isconstant and the slices per frame can be determined using the mean frame size which inturn can be pre-calculated from the MBS.In an MPEG stream, the frame rate may be a parameter that is set constant for theduration of a video stream. The desired SCR can be achieved by selecting the correctframe rate. The formula is:r = (S=(F + s�H))� (8� 48=53)where r is the frame rate, S is the desired SCR, F is the mean frame size, s is the numberof slices per frame and H is the overhead per slice.32The value 48 takes the MBS to bytes not cells, the mean frame size and the overhead per slice are alsoin bytes.3The 8, 53 and 48 are required for conversion. The SCR is in bits per second.10
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2 TRAFFIC SOURCESMean Var Std. Dev. 95 % CI7.516118E+04 3.786213E+08 1.945819E+04 6.609768E+02Table 2.2: Statistical information on frame sizes of encoded \Mr Bean" (3,334 samples).Frames per second 1.4798Slices per frame 63.883Table 2.3: Parameters used to convert the \Mr Bean" video stream into the VP10S1 tra�cstream.Through the use of the two formul� above, combined with the mean size of the frame,the desired MBS and SCR values can be achieved. The PCR is used as the rate at whicheach burst is to be transmitted.2.3.1 VP10S1The tra�c source VP10S1 is based on the conversion, using the method described inSection 2.3, of a list of frame sizes. The lists of frame sizes have come from a study byRose [31].4 Rose has converted several di�erent sorts of video, such as feature movies,conferences and news reports into lists of frame sizes. The frame sizes are the number ofbytes each frame would require once encoded using MPEG 1 encoding. The encoding ofseveral episodes of \Mr Bean" became the source of tra�c for our �rst video based source.The frame sizes per frame number pro�le of the encoded \Mr Bean" video is shownin Figure 2.7. Statistical information about the frame sizes is shown in Table 2.2. Thedistribution of frame sizes is shown in Figure 2.8. Using the formula stated in Section 2.3,values can be established for the conversion of the \Mr Bean" video stream into a suitabletra�c source. The VP10S1 has characteristics similar to the TP10S1 source, a PCR of10Mbps, SCR of 1Mbps and an MBS of 25 cells.Using the conversion parameters of Table 2.3, we obtain the VP10S1 tra�c sourcefrom the \Mr Bean" video stream. The cell per second pro�le of VP10S1 is shown inFigure 2.9. In Figure 2.10, the histogram of cell burst sizes for VP10S1 is shown againstthe histogram of cell burst sizes for the TP10S1 source of Section 2.2.1. It is clear thatthe tra�c characteristics of the VP10S1 di�er greatly from the TP10S1 characterstics.Figure 2.11 shows the distribution of ICT values for the VP10S1 tra�c source; Table 2.4lists the characteristics of this source.Mean Var Std. Dev. 95 % CI9.9674E+01 3.95356E+05 6.28774E+02 1.04178E+00Table 2.4: Statistical information on ICT values in the VP10S1 tra�c source.4The data are generally available at ftp://ftp-info3.informatik.uni-wuerzburg.de/pub/MPEG/12
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Figure 2.7: Frame sizes versus frame number for encoded \Mr Bean".
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Figure 2.9: Cell per second rate versus time for the VP10S1 IAT stream.
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Figure 2.11: Relative frequency histogram of ICT values for VP10S1Mean Var Std. Dev. 95 % CI2.779120E+04 3.911525E+07 6.254219E+03 2.964988E+01Table 2.5: Statistical information on frames sizes in the \Star Wars" video stream (171,000samples).2.3.2 VP5S2Like the VP10S1 tra�c source, the VP5S2 tra�c source is based upon a list of frame sizesthat would result from the encoding of a video stream using MPEG 1 image encoding. Tocreate the VP5S2 source, the \Star Wars" video frame data of [18] was used.The frame size per frame number pro�le of the encoded \Star Wars" movie is shownin Figure 2.12. Statistical information about the frame sizes are shown in Table 2.5. Thedistribution of frame sizes is shown in Figure 2.13. For the VP5S2 tra�c source it wasdesirable to create a source with characteristics di�erent from the VP10S1 source; to thisend VP5S2 has a PCR of 5Mbps, SCR of 2Mbps and an MBS of 50 cells.Using the conversion parameters of Table 2.6, we obtain the VP5S2 tra�c source fromthe \Star Wars" video stream. The cell per second pro�le of VP5S2 is shown in Figure 2.15.In Figure 2.14, the distribution of cell bursts for VP5S2 is shown. Figure 2.16 shows thedistribution of ICT values for the VP5S2 tra�c source; Table 2.7 lists the characteristicsof this source.
15
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Figure 2.12: Frame sizes versus frame number for \Star Wars" video stream.
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Frames per second 8.278Slices per frame 77.740Table 2.6: Parameters used to convert the \Star Wars" video stream into the VP5S2 tra�cstream.
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Figure 2.14: Relative frequency histogram of cell burst sizes for VP5S2.
Mean Var Std. Dev. 95 % CI6.20284E+01 6.84391E+04 2.61609E+02 1.02571E-1Table 2.7: Statistical information on ICT values of VP5S2 tra�c source.
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3 THEORY3 TheoryThis section discusses the functioning of CAC algorithms based upon thresholding tech-niques and how these algorithms adapt to the varying of network conditions. This sectioncovers the concept of \o�ered load" under which the network may be placed and how thisconcept normalises a number of di�ering network parameters making threshold techniquesmore manageable. The BT adaptive CAC algorithm, also referred to as the Key CACalgorithm, is discussed and parameters for the evaluation of the CAC algorithm are given.Finally, aspects of time scales as they relate to the functioning of the CAC algorithm arecovered.3.1 Adaptive threshold based CAC mechanismA threshold based CAC mechanism is one that allows a new connection to be admitted intothe network if the measured tra�c level is equal to or below a prede�ned level or threshold.The threshold is calculated based on a variety of di�erent rules and assumptions but theimportant factor at this stage is not how it is calculated, but rather that it is pre-calculatedfor use by the CAC mechanism.The use of a threshold based CAC algorithm is shown in Figure 3.1. Connection Arequests a connection into the network. The CAC makes a current bandwidth sample; thevalue is below the pre-calculated threshold. The CAC can admit the new connection Ainto the network. Now new connection B attempts to connect to the network. The CACmakes another sample of the current bandwidth; the value now is above the pre-calculatedthreshold. Because the value is above the pre-calculated threshold the CAC rejects thenew connection B, not allowing it into the network.For a pre-calculated value of the threshold, an arbitrary level of activity can be achievedin a network. The crucial element of threshold based CAC mechanisms is the selectionof the threshold value. A threshold value is selected so that the network link will haveparticular characteristics. A typical set of characteristic is to balance the CLR a�ectingconnections against the number of connections that will be refused entry to the network.A particular threshold is calculated on the assumption of the use of one particulartra�c type. A threshold based CAC algorithm can be made to adapt to di�erent tra�ctypes by dynamically selecting the threshold value to be used. However a new thresholdwould be required for each change in the tra�c types active in the network.In addition to the tra�c type a�ecting the threshold, changes in the threshold couldbe required if there were changes in the length of time connections are in place (the meancall holding time or MCHT) or changes in the rate at which new connection requests arearriving (the mean connection arrival rate of MCAR). Changes in either the MCHT orMCAR will change the number of connections potentially in progress on the line; as anexample if the MCHT is reduced and connections are not as long lived, there may not beas much tra�c in the network and the threshold value could potentially be increased andstill achieve the same line characteristics. Together the MCHT, MCAR, and the PCR andSCR of connections are used in the derivation of threshold values.19
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3 THEORYWhile the thresholding value can be made adaptive to changing situations in the con-nections on a network, it becomes clear that a new threshold value will be needed forevery combination of tra�c type, every combination of MCHT and MCAR, as well as anychange in the network itself such as the capacity of the transmission link, the cell bu�eringcapacity on the link or the desired CLR for the link.3.2 O�ered LoadIn an e�ort to reduce the number of situations under which a new threshold would need tobe calculated, the idea of \o�ered load" is applied. The o�ered load de�nes the conditionsunder which the CAC will be placed in a way that is consistent between di�erent combina-tions of the MCAR, MCHT and connection PCR and SCR values. In this way the rangeof conditions for which threshold values will need to be calculated is reduced.The o�ered load can be calculated from the MCAR, MCHT and an activity factor.The activity factor is an indication of the amount of transition any particular tra�c sourcecan undergo, its value is derived by dividing the connection SCR by the connection PCR.The o�ered load is equal to the MCAR (in connections per second) multiplied by theMCHT (in seconds per connection), in turn multiplied by the activity factor (the connectionSCR divided by the connection PCR). An example could be an MCAR of 10 connectionsper second and an MCHT of 10s for connections with a PCR and SCR of 10Mbps and1Mbps respectively. This would give an o�ered load of 10. The o�ered load normalisescombinations of inputs, for example should the MCAR be halved and the MCHT bedoubled, the value of o�ered load would remain constant.3.3 AdaptationThe potential of threshold techniques can only really be exploited if the CAC can adaptthe threshold value used to changes in the network conditions. With the use of o�ered loadto reduce the complexity of calculating a given threshold, thresholds can be derived moreeasily as o�ered load will normalise out a large variety of tra�c conditions. It would beeasy to envisage a simple curve for deriving values for the CAC algorithm using an inputof the o�ered load. This curve would be for a particular tra�c source (or mixture of tra�csources). To create a set of useful threshold values for a variety of combinations of tra�csource we could envisage a surface of threshold values. For this surface one input wouldbe the load while another input would be the mix of tra�c source types. It does not takemuch imagination to realise such a surface could be wildly complicated by the need to dealwith many di�erent source types.3.4 The BT Adaptive CAC algorithmThe CAC algorithm [19, 23, 30] which is the subject of this evaluation is a thresholdbased system and thus makes a decision on whether to accept a connection request intothe system based on whether the current line load is above a pre-calculated threshold.21



3 THEORYBayesian decision theory provides the framework for the calculation of thresholds whichexplicitly takes into account the trade-o� between cell loss and connection rejection.The algorithm is a dynamic CAC scheme using Bayesian inference and on-line mea-surement to estimate the user mean rate m, or its peak-to-mean ratio r. The Bayesianprior for the distribution of the source activity r is obtained from historical informationon the source or its application type. Given an observation of the (instantaneous) o�eredload from n sources, Sn, application of Bayes theorem yields a posterior distribution on r,f(rjs), which re
ects the changing beliefs.The CAC scheme accepts the next connection attempt if Sn � s(n), where s(n) is anacceptance boundary, calculated with respect to the posterior distribution f(rjs), whichensures that the constraint on the expected CLR is met.The acceptance boundaries and thus the thresholds used in this evaluation were calcu-lated by our BTL collaborators based on connections carrying tra�c with the characteris-tics of tra�c source TP10S1 given in Table 2.1. The TP10S1 tra�c source itself is discussedin detail in Section 2. The calculated acceptance boundaries are given in Table 3.1.The acceptance boundary is calculated without reference to the transmission link rateof a network; this allows calculation independent of any particular speed network. Theacceptance boundary must be converted into a value applicable to a speci�c network. Theacceptance boundary shares a relationship with the threshold to be used by the CACalgorithm based upon a factor called the line capacity. The line capacity is the maximumnumber of connections that can be accepted if each of these connections were operating attheir nominated PCR. Thus the line capacity is the transmission link rate divided by thePCR of the connections' tra�c. For this evaluation the transmission link rate is 100Mbpsand the PCR of connections is 10Mbps; therefore the line capacity is 10. To convert theacceptance boundary into the threshold value, the acceptance boundary is multiplied bythe line capacity. The threshold values to be used are given alongside the acceptanceboundary values in Table 3.1.It was decided that the actual values used in this study should be limited to thoseachieving a CLR of 10�3. This decision, taken under advice from our BTL collaborators,was on the basis that attempting to obtain lower CLR targets would give no useful data asexperimental results, for CLR in particular, were reduced to insigni�cance when comparedwith the possible error range.3.5 Time scalesThe BT adaptive CAC algorithm uses the instantaneous measurement of tra�c utilisationas part of the Connection Admission decision. Such instantaneous measurements are takenover a nominated period of time. The time over which the measurement is taken and thetime-scale of tra�c characteristics to be measured share a signi�cant relationship in a CACalgorithm that depends on the instantaneous measurement of tra�c utilisation. A notionof time-scales as applied to network tra�c within a connection was �rst applied by Hui [22].He noted that there were: 22



3 THEORY O�ered Load 10 4 3MCAR (per second) 10 4 3MCHT (second) 10 10 10To achieve a CLR of 10�3Acceptance Boundary 4.26 5.74 7.46Threshold (Mbps) 42.6 57.4 74.6To achieve a CLR of 10�4Acceptance Boundary 3.26 4.04 4.74Threshold (Mbps) 32.6 40.4 47.4To achieve a CLR of 10�5Acceptance Boundary 2.59 3.08 3.49Threshold (Mbps) 25.9 30.8 34.9Table 3.1: Acceptance boundaries supplied by BT for evaluation.long or seconds, tens of second time scales { such as the duration of a connection whichcould be seconds or minutes in length.medium or millisecond time scales { a connection can consist of many bursts of tra�cactivity surrounded by periods of inactivity. This is the burst scale.short or microsecond time scale { each burst will consist of a number of cells sent at theline rate with intervening inter-connection gaps. This is the cell scale.The relationship between time scales and the period over which an instantaneous mea-surement of tra�c should be taken is explored at length by Gibbens et al. [19]; it can besummarised as follows:In order to maintain a given CLR value, any given CAC algorithm must take intoaccount the smallest of the time-scales and the relationship of the time between cells withthe size of the bu�er.In addition to the smallest time-scale, a CAC algorithm must measure over a period oftime of a length that will include tra�c samples from (on average) all connections currentlyin the network. The utilisation period, therefore, should not be greater than the MCHT,otherwise account will be made of calls no longer in the system.This means the resolution of such an instantaneous measurement is that of a single cellwhile the period over which such an instantaneous measure should be measured is givenas: b� Ct < tm < HWhere b is the size of the bu�er, Ct is the transmission time of a single cell, H is the MCHTand tm is the time over which the measurement is to be made.For example, should the bu�er be 100 cells in length, the value of Ct be 4.4 microsecondsand the MCHT be 10 seconds { the time over which the measurement is to be made, tm,23



3 THEORYhas the following bound: 440�s < tm < 10sAn implicit assumption throughout the theory of this algorithm is that instantaneousmeasurements of tra�c can be made for each and every new connection request on whichthe CAC algorithm must decide. The above equations show that the period of an instanta-neous measurement is not zero and the range of values include the time during which newconnections will attempt to be introduced into the system. This means that there couldbe many measurements taken simultaneously while new connections are being decided onby the CAC algorithm.The hardware of any existing switch is not able to perform such simultaneous instanta-neous measurements with the desired resolution over the desired period. However, periodicmeasurements of this resolution and measurement period can be realised. The issues thisintroduces are discussed further in the implementation discussion of Section 7.1.
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4 INITIAL EXPERIMENT CONFIGURATION4 Initial Experiment Con�gurationThe experimental con�guration used to conduct an initial set of experiments is describedin this section. The initial experiments were designed to establish parameters of the CACmechanism as well as parameters of the evaluation experiments to be conducted. To thisend the initial experiments consisted of simple con�gurations of equipment to source andsink tra�c sources with the instrumented ATM switch (on which most measurements wouldbe taken) between.A discussion of the unique characteristics of the ATM switch and a comparison ofthis switch with modern commercial switches is contained in this section. The physicalgeneration of the ATM cells that make up a tra�c sources is considered. The method ofmeasuring is noted next along with the equipment used to sink tra�c sources is considered.The generation of tra�c sources was done using a combination of the o�-line generationof sources of tra�c combined with the o�-line multiplexing of these sources of tra�c. Themethods involved and how this relates to the sourcing of cells in the network is the �nalpart of this section.4.1 ATM network { FairisleThe ATM switch used is the Fairisle ATM switch developed at Cambridge. The Fairisleproject developed an ATM platform to permit research into performance, architectureand management issues in ATM networks [26, 6]. It is based on a network architectureof ATM switches which are interconnected to form a general-topology ATM LAN. TheFairisle switch is based on a simple, 4 � 4 input-bu�ered crossbar. Switches of a degreegreater than 4 can be constructed by using multiple 4 � 4 crossbars in a 2-stage deltainterconnection network.The hardware design of the Fairisle network components permits a high degree ofexperimental 
exibility owing to the use of �eld programmable gate arrays. These havea number of features to support experimental work, including high-resolution clocks andhardware time-stamping of cells.Each port is equipped with 2K cell bu�ers, 4 MB of RAM and an ARM RISC processor,which implements all policy-speci�c tra�c control functions, using a 
exible control planewhich exports RPC-style interfaces [5, 33] for signalling and management. This enabledthe implementation of a wide range of measurement facilities to accurately monitor queuebehaviour at the cell level resolution.Many manufacturers of commercial ATM equipment base their switch designs on ane�ectively non-blocking (output-bu�ered) fabric. Although this increases the complexityand cost of the switch, output bu�ered designs are appealing because they remove thee�ects of contention on the switch fabric. To construct an output bu�ered switch, theswitching stage must be made e�ectively non-blocking. This was accomplished in theseexperiments by using two input-bu�ered Fairisle switches connected in tandem to imple-ment a single output-bu�ered switch. The tandem pairing of switches A and B shown inFigure 4.1 are such an example. 25
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Figure 4.1: Switch topology for single stage, output-bu�ered switch.In Figure 4.1 each link is labelled with its transmission-rate relative to the full linerate of 1. The transmission rates of tra�c sources are scaled by a factor of 1=D. Thetransmission-link-rate for the output port of the �rst switch (A) is set to the full link rate.Tra�c arriving at the inputs of this switch is switched by the �rst fabric and multiplexedonto the full rate link. The output link of the second switch (B) is scaled by 1=D. Tra�carriving at the input of this second switch is blocked by back-pressure across the fabricfrom the output whose link runs at the reduced rate. Queueing occurs at this point, whichcan be viewed as the output bu�er of the switch so constructed. The output bu�eredswitch has a switching capacity of D times the input and output transmission rates, andis therefore e�ectively non-blocking.The potential o�ered by each port in Fairisle having a separate processor and memorymeans that each port can operate independently and can even perform tasks not directlyinvolved in the routing of ATM cells on the switch. This situation means that in additionto ports being used as part of the switch itself, ports are used to perform the task of tra�csources and of tra�c sink. This gives excellent 
exibility in the construction of the testenvironment while maintaining consistency in component behaviour and interconnectivity.4.1.1 Tra�c sourceWhen a Fairisle ATM port is operating as a source of tra�c a tra�c source, represented asa sequential list of ICT values, is loaded into memory prior to transmission. On commandthe tra�c source will transmit cells with a spacing determined by the list of ICT values inmemory. The path the cells will take is predetermined at con�guration time. The contentsof the cells is irrelevant; each cell usually contains random contents. By not having to�ll each cell the port can be programmed to give maximum e�ort to the timing aspects,ensuring the cells are emitted exactly as per the ICT list.Figure 4.2 shows a schematic of the tra�c generator. The tra�c generator sequentiallyscans a list of ICT values generating cells with the spacing dictated by the ICT list. A porttransmitting cells can transmit a number of nominated cells, or can transmit cells for aninde�nite period. The amount of memory on the port acting as a tra�c source allows forthe source to be loaded with 1.4 million sequential ICT values. If the port transmits morethan 1.4 million cells, the ICT list is repeated. For example to transmit 10 million cells, the26
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Figure 4.2: Fairisle ATM port as a tra�c generator.ICT list would be looped through over 7 times. There is no mechanism to dynamically loadthe ICT list as it is played. The ICT list used by the tra�c source is generated \o�-line",prior to use by the tra�c source.4.1.2 Tra�c measurementFairisle has the high resolution clocks and computer resources per port to enable measure-ment code to be executed on the arrival of each cell; this allows the easy extraction of queuelengths, cell spacing and such values. The result is that a wide range of measurements canbe taken related to the transition of cells through the ATM switch.The most commonly used measurement in the switch was measuring the length of theoutput queue at any stage. The actual results were a histogram built up as a count of thelength of the output queue as each cell arrived into the queue. Such a set of results can beprocessed to give the probability of a cell entering the queue when it is of a certain length{ this was considered very useful in this early stage of the results enabling prediction ofCLR for given tra�c combinations.4.1.3 Tra�c sinkThe Fairisle port acting as tra�c sink had no signi�cant task to perform once the experi-mental kit was operational. However during set-up the sink port played many useful roles.The sink port could be programmed to collect a trace of cells, recording the ICT betweencells as they arrived at the port. Such a list was invaluable in ensuring the correct be-haviour of the generator. The sink and source ports could be directly connected togetherand the output of the tra�c source port could be checked against the ICT list that was27



4 INITIAL EXPERIMENT CONFIGURATIONcollected at the sink port. Additionally the sink port was useful in determining if cellswere passing correctly through the full test environment.4.2 O�-line generation of tra�c sourcesDuring the course of experiments it was required that the output of up to 100 tra�c sourcestransmit cells into the network. For the simple Fairisle system this would require 100 portsalone to act as tra�c sources, this number does not include the ports required to provideinterconnection or the ports required to build the output bu�ered switch. Such largenumbers of ports were not available; the solution was to have one physical port transmitthe cells of more than one tra�c source.In order for one physical port to transmit the cells of more than one tra�c source,the ICT to be used by the physical port must represent cells transmitted by the multipletra�c sources. To this end a software system was built that could generate one ICT listof a multiplex of cells from multiple independent tra�c sources.The o�-line process by which the traces were created is outlined in Figure 4.3. The 2-state Markov generators shown in this �gure are identical to the 2-state Markov generatorof the TP10S1 tra�c source of Section 2.2.1 (shown in Figure 2.2). Each Markov generatoruses an independent random number generator in the creation of events representing cellstream. The events that each 2-state Markov generator creates are merged together andcells are queued as each event occurs. A task, operating at the period of the cell trans-mission at line rate, removes cells from the queue (in FIFO fashion) calculating the ICTbetween that cell and the previous to be removed from the queue. As the cell is removedfrom the queue, the software outputs this ICT value.It is important to note that because each generator is independent { the resultingmultiplex of tra�c is the same as that generated through the physical multiplexing of cellscreated from physically independent 2-state Markov generators transmitting cells into asingle queue. The queue in the multiplexing system is marked Q. Unlike a physical queue,this arti�cial queue is not bounded in length.4.2.1 Simulated curvesThroughout the results of the initial experiment phase a simulated curve is usually plottedon curves showing the cumulative queue length. The values used for these curves do notcome from a theoretical model as such but from counting the length of the queue in thegenerator marked Q in Figure 4.3. In this way the program producing the o�-line ICT listis also able to generate a simulation of the behaviour of the queue that will occur in theATM switch using the ICT list that it also creates.
28
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5 INITIAL EXPERIMENTAL RESULTS5 Initial Experimental ResultsThe objective of the initial experiments was to give results to our BTL collaborators toenable the checking of e�ective bandwidth calculations and to investigate the relationshipbetween CLR and bu�er over
ow. Additionally the initial experiments allowed the level ofaccuracy required for each experiment to be established; this established directly the mini-mum number of cells to give a balance between the run time of experiments and obtainingstatistically signi�cant values for CLR. To achieve an experiment with a satisfactory run-ning time but with a statistically signi�cant number of cells, experiments with 1�108 cellstransmitted through the run was consider to be satisfactory.The initial experiment set also measured the relationship between tra�c source inde-pendence and the complementary queue length distribution (Complementary CDF). Theinitial results showed that the method of multiplexing tra�c sources did not achieve enoughindependence for tra�c sources and would cause serious artifacts in the experimental out-come. The direct conclusion of this problem was that a new form of tra�c generator wouldbe required for the full CAC evaluation.The �nal major outcome from the initial experimental results was to not perform anyfurther work with the theoretical tra�c source TP20S5 described in Section 2.2.2. Thisdecision, by our BTL collaborators, was made on the basis that the TP20S5 tra�c sourcesource parameters were too high in comparison to the link bandwidth and bu�er length ofthe ATM switch in the test network, to produce any useful results.5.1 Initial resultsThe initial phase of this project involved the running of more than 100 experiments. Thisnumber does not include numerous calibration experiments or those experiments run toshow that testing with periodic sources would produce no useful results.5.1.1 MethodThe con�guration described in Section 4 is used for the initial experiments. This con�gu-ration comprises of a Fairisle port generating cells from an ICT play list and sending thisstream of cells into further Fairisle ports that comprise an ATM switch. The Fairisle ATMswitch records information about the length of the output queue at the arrival of each cellfor that queue.As discussed in Section 4.2, one physical Fairisle port could potentially be sourcingthe cells for many independent sources of tra�c. The majority of experiments run wereconducted with four physical Fairisle ports sourcing the cells of up to 92 independenttra�c sources. As discussed in Section 4.2 one physical port transmits cells as per an ICTlist that has been created by multiplexing the output of several (whatever the requirednumber) theoretical tra�c sources together. Most of the remaining experiments were runwith two physical generators representing the output of up to 94 independent theoreticaltra�c sources. In each of these cases the output of the physical generator is physically31



5 INITIAL EXPERIMENTAL RESULTSTra�c source Number of Figure showingtype sources Complementary CDFTP10S1 30 { 92 5.1(a)TP10S1 88 { 92 5.1(b)TP10S1 80 5.2(a)TP10S1 90 5.2(b)TP10S1 92 5.3TP20S5 6 { 18 5.4TP20S5 15 5.5(a)TP20S5 18 5.5(b)Table 5.1: Initial experiment parameters and �gure numbers graphing the resulting Comple-mentary CDF relation.multiplexed together into the switch to give the full desired cell load at the switch. Thee�ect on the experiments by the number of physical Fairisle ports used is discussed atlength in Section 5.2.The method used during the initial experiments was to send tra�c from a number oftra�c sources simultaneously into the ATM switch and extract the resulting queue lengthinformation. This information about the length of the output queue at the arrival ofeach cell for that queue can then be turned into graphs showing the Complementary CDFrelationship. This process was repeated for di�erent numbers of tra�c sources and thewhole procedure of using di�erent numbers of tra�c sources was employed for both theTP10S1 and the TP20S5 tra�c source types. Table 5.1 lists the experiments' parameterstogether with the �gure that graphs the resulting Complementary CDF relation. Eachexperiment ran for approximately 2 hours and each experiment involved the transmissionof 1� 108 cells unless stated otherwise.Each of the sets of results generated were sent back to our BTL collaborators forinterpretation in order to check the e�ective bandwidth calculations and to investigatethe relationship between CLR and bu�er over
ow. As a result, there is only a minimalinterpretation of results presented here. It was felt to be inappropriate to inexpertlyinterpret results that were intended for full interpretation by our BTL collaborators.Each of the �gures in Table 5.1 has a characteristic shape where the P (Q � q) hasan exponentially decaying relationship with the observed queue length up until a point atwhich the relationship becomes more erratic, leading to a sharp drop in the P (Q � q). Theset of samples in each experiment contains 1� 108 cells, a P (Q � q) of 1� 10�8 representsthe observed queue length of only one cell. Due to the low number of cell counts in the tailof each �gure, the accuracy of the tail end P (Q � q) values can be called into question.The graphs shown in Figures 5.1(a), 5.1(b) and 5.4 each depict the trend when thenumber of tra�c generators is increased. Each graph clearly shows that as the number ofsources is increased, the P (Q � q) is increased for any particular queue length; this impliesthat for an increasing number of sources, a cell entering the queue will have an increasing32



5 INITIAL EXPERIMENTAL RESULTSprobability of encountering a larger queue.Figures 5.2(a), 5.2(b) and 5.3 show that even for the same parameters there is con-siderable variation in the resulting Complementary CDF. Each of these graphs has beencreated using a constant number of theoretical tra�c sources, although the number ofphysical Fairisle ports used to generate the tra�c of each experiment has been changedas noted. It should be remembered that each physical Fairisle port is transmitting themultiplex of numerous theoretical tra�c sources. It should further be emphasised that, asdiscussed in Section 4.2, the multiplex consists of the tra�c of a number of tra�c sources,each independent of the other. The multiplexing of the tra�c sources is the multiplexingof the output of the independent tra�c sources, this multiplex of tra�c is then transmittedby the Fairisle port.In addition to the Complementary CDF created using the TP10S1 tra�c source, Fig-ure 5.4 as well as Figures 5.5(a) and 5.5(b) show the Complementary CDF resulting fromexperiments using the TP20S5 tra�c source. The characteristic shape of these �gures arevery similar to that of the TP10S1 experiments; from this we can conclude that this Com-plementary CDF relationship will form independently of the PCR, SCR and MBS valuesfor the 2-state Markov on-o� tra�c source.It is noteworthy that in both Figures 5.5(a) and 5.5(b) the simulated ComplementaryCDF presents a larger observed queue length than actually occurs on the switch. This trendpredicts that cells have a probability of encountering a smaller queue of any given lengthin the actual experiment compared with the situation that the simulated ComplementaryCDF predicts. This trend also occurs in the experiments made using the TP10S1 source.
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Figure 5.6: Complementary CDF of one experiment using 90 tra�c sources of the TP10S1tra�c type.5.2 Follow-up resultsFigure 5.6 graphs the Complementary CDF resulting from a single experiment made using90 tra�c sources of the TP10S1 tra�c type. The Complementary CDF has a double bendthat is a characteristic to a greater or lesser extent of the Complementary CDFs of allthe experiments conducted. Figure 5.6 labels the two knee bends, the second \knee bend"is a strong characteristic of each Complementary CDF and incorporates a drop-o� in theP (Q � q) values shown in the function. The �rst \knee bend" may only be an artifact,perhaps as a side e�ect of the fall-o�, however it too is a common characteristic of theComplementary CDF.The relationship between the position of the fall-o� and parameters in the experimentwere considered of interest to the evaluation and resulted in a round of explicit follow-upexperiments. Potential relationships were tested by varying:� the mean burst length,� the total number of cells transmitted, and,� the size of the working set used by each physical Fairisle port generating cells.The working set used in an experiment is the size of the ICT list used in a physicalFairisle port to control the rate at which cells are transmitted. The number of ICT values38



5 INITIAL EXPERIMENTAL RESULTSthat can be contained in a single Fairisle port is limited by the amount of memory the portcontains; for these experiments the limit was 1:4�106 ICT entries. In this case the workingset size is 1:4� 106 ICT entries. Additionally experiments were also run with the seed ofthe random number generator used in the theoretical sources varied to see the impact onthe resulting Complementary CDF. Table 5.2 lists the parameters of each of the follow-upexperiments along with the �gure number in which the resulting Complementary CDF isgraphed. Variable Default Figure showingValue Complementary CDFMBS 25 cells 5.8(a)Run length 1� 108 cells 5.8(b)Working set size 1:4� 108 cells 5.9(a)Random seed { 5.9(b)Table 5.2: Initial experiment parameters and �gure numbers graphing the resulting Comple-mentary CDF relation.Figure 5.8(a) graphs the variation in the Complementary CDF as a result of chang-ing the mean burst size of the theoretical sources. The TP10S1, the theoretical sourceused throughout this study has a default MBS of 25 cells; Figure 5.8(a) shows the resultof using an MBS of 2 cells and an MBS of 50 cells in addition to an MBS of 25 cells.The Complementary CDF graphed in Figure 5.8(a) does have a consistent variation inthe drop-o� point, however the rate of decay in the exponentially decaying relationshipbetween P (Q � q) and the observed queue length also varies dramatically between valuesof the MBS. Figure 5.8(a) enables us to con�rm that MBS variation would cause dramaticvariation in the Complementary CDF, however not in a manner that maintains a con-stant rate of the exponential decay relationship between P (Q � q) and the observed queuelength.Figure 5.8(b) graphs the Complementary CDF resulting from experiments were thetotal number of cells in the experiment were varied. The total number of cells in eachexperiment was selected to be 1 � 108, this graph shows results using this value as wellas several values larger and smaller. Ideally the largest value possible is the best to use,however the total number of cells controls the lifetime of the experiment. An experimentmade using 1 � 108 cells runs for 2 hours, an experiment made using 1 � 1010 runs forapproximately 8 days and 8 hours. 1� 108 cells was selected as the best balance betweenthe lifetime of the experiment and the statistical accuracy of the results. It should be notedthat the drop-o� point appears to be `bounded'; the 1 � 1010 cell run presents a smoothComplementary CDF that has a drop-o� right in among the drop-o� of the ComplementaryCDFs of the other experiment lengths. There are several other points worth noting in therelationship between the drop-o� in the Complementary CDF and the number of cells inthe experiment. Firstly experiments of too small a length will produce a ComplementaryCDF that has a drop-o� to a much earlier value of the observed queue length (for example39



5 INITIAL EXPERIMENTAL RESULTSthe Complementary CDF for the experiment made using 1� 106 cells); this early drop-o�may be due entirely to there being too small a sample of cells used in the building ofthe Complementary CDF at large values of the observed queue length. The other noteis the considerable variation in the drop-o� between experiments that are made using thesame number of total cells, (compare the two runs of 1� 109 cells). One conclusion is theexperiment length is certainly a factor, however beyond a given point it has little e�ect onthe drop-o� with other factors playing a more signi�cant role.The working set size was the other experiment parameter that may have had a sig-ni�cant role in the point at which the drop-o� occurs as the Complementary CDF tendstowards an insigni�cant value of P (Q � q). Figure 5.9(a) graphs the Complementary CDFresulting from experiments where the working set size is varied. From this graph it is clearthat the working set size plays a signi�cant role in the point at which the fall-o� will occurin the Complementary CDF. A set size of 35,000 cells has a fall-o� at an observed queuelength of around 320 whereas experiments with a working set size of 1.4 million cells havea fall o� at observed queue lengths values as high as 1,020. This set of results made it clearthat maximising the working set size was also going to be an important issue in any CACtest environment. The results of Figure 5.7 become clearer in the context of increasing theworking set size although there was still an anomaly in Figure 5.7 where decreasing theworking set used in each physical Fairisle port by using 8 physical ports made no signi�cantdi�erence in the fall-o� point of the resulting Complementary CDF.The reason the working set size has such a signi�cant e�ect required further explanation.The number of ICT values that can be contained in a single Fairisle port is limited by theamount of memory the port contains; for these experiments the limit was 1:4 � 106 ICTentries. As a result, an experiment that requires the transmission of 1 � 108 cells willneed to transmit the contents of a single Fairisle port, a single working set, 72 times. Tounderstand why this could be a problem, it is worth reiterating the method by which theICT entries are generated. Section 4.2 covers this topic in greater detail but in summary:a single Fairisle port transmits the cells of multiple theoretical sources, a single Fairisleport transmits an ICT list that has been created o�-line by multiplexing together, o�-line,the output of multiple theoretical sources. This will mean that for one pass through theICT list the theoretical sources will be independent and have no correlations however eachrepeated transmission of the ICT list will increase the correlation of the total tra�c stream.This correlation results because the multiplex of the independent tra�c sources is 1:4�106cells long however over 1� 108 cells of transmission the pattern of the multiplexed tra�cis repeated 72 times.This issue of correlation in the ICT data stream presents two solutions. The �rstsolution is to use Fairisle ports with a larger capacity, ideally the port could be set tocontain the whole 1 � 108 ICT entries. This solution would be ideal however the Fairisleports, being designed as parts of an ATM switch system and not as tra�c generators, donot have the ability to be equipped with the memory5 required for such a solution. Thesecond solution is to use more than one Fairisle port to transmit the stream of cells and to52� 108 (190 Mbytes) of memory for the trace alone.40



5 INITIAL EXPERIMENTAL RESULTSmultiplex this stream of cells prior to it entering the bu�er of the ATM switch. To makefull use of this solution ideally we would use 72 Fairisle ports each transmitting the cellsof 1=72nd of the total cell count, the cells from each switch would then be multiplexedtogether entering the ATM switch for measurement. This solution is not available as wedo not have 72 Fairisle ports; however a partial solution becomes available.The number of times the working set in each Fairisle port will be repeated can bereduced by using more than one Fairisle port to transmit the total ICT trace. While usingone Fairisle port to transmit 1� 108 cells will require the 1:4� 106 ICT entries of a singleport to be repeated 72 times; the contents of a single port will only need to be transmitted36 times if we use two Fairisle ports, 18 times for four Fairisle ports and so on. It needsto be remembered that the ICT trace used in a single Fairisle port is the multiplex of theoutput of an arbitrary number of theoretical sources. This presents a simple technique forreducing the number of times the working set of a Fairisle port is repeated.In order to reduce the number of times the working set of a single Fairisle port will berepeated we could increase the size of the trace created from the multiplex of all the theo-retical sources. If two Fairisle ports were used, the trace size could be 2:8�106 ICT entriesin length, each port would hold half the trace and the whole trace could be transmittedby using each Fairisle port in order. This is quite a complicated solution requiring coor-dination between the two or more Fairisle ports. An alternative is to remember that theICT trace transmitted by the Fairisle port has been created by multiplexing an arbitrarynumber of theoretical sources together.Instead of using each Fairisle port in sequence to transmit a longer trace, we couldrepresent half the number of multiplexed theoretical sources in each ICT list. This wouldmean that twice as many cells (one cell per ICT) were used to represent the same numberof theoretical sources; thereby increasing the working set size used to represent the totalnumber of cells in the system. In e�ect we have doubled the number of Fairisle ports beingused to transmit the total trace; as a result the relation mentioned above still holds totransmit a total of 1� 108 cells: 1 Fairisle port will need to transmit its ICT list 72 times,2 ports will need to transmit their ICT list 36 times, 4 ports { 18 times and so on. Thiswhole technique works by each physical Fairisle port transmitting the multiplex of fewertheoretical sources.Figure 5.7 graphs the e�ect this technique has on the resulting Complementary CDF.A �xed number of theoretical sources (92) are distributed among a variable number ofphysical Fairisle ports. Tests were made with 2, 4 and 8 physical Fairisle ports. Figure 5.7results show that a clear upper boundary on fall-o� point is present at an observed queuelength of around 1840 cells. This set of results was used to justify the decision to use 4physical Fairisle ports for the majority of experiments; increasing the number of generatorsdid not appear to make any di�erence in the fall-o� point of the graph.The �nal follow-up round of experiments conducted as part of the initial experimentphase were to conduct several identical experiments with only the seed of the cell gener-ator varied between runs. The seed controls the random number generators used in thetheoretical 2-state Markov on-o� cell sources. Only simulated results are shown, in thisway all variations of the experimental rig such as working set size have been eliminated.41
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Figure 5.7: 92 sources with a variable number of physical generatorsThe resulting Complementary CDFs created using several di�erent seed values are shownin Figure 5.9(b). From these results the value of the observed queue length at which theComplementary CDF drop-o� occurs varies between 700 and 965. The conclusion fromthis is that signi�cant variation in the drop-o� occurs purely as a result of variation in themultiplexing of data into the ATM switch. Such a result has meant that while other causesof variation in the shape of the Complementary CDF can be noted, considerable variationin the Complementary CDF could be resulting from the random multiplexing of sourcesat the switch, an uncontrollable variable in the experiment.
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6 CAC EVALUATION ENVIRONMENT6 CAC Evaluation EnvironmentThe experimental con�guration used in the evaluation of the BT adaptive Threshold basedCAC algorithm is described in this section. The philosophy used in the design of theCAC test-rig was to allow comparison of one CAC algorithm with another under nearidentical conditions of connection load. This implies that the evaluation environmentmust allow control of the tra�c types carried by each connection as well allowing thenumber of connection attempts, connection holding times and the respective distributionsof MCAR and MCHT to be con�gured. In addition to the connection load, the test-rigmust allow substitution of one CAC algorithm for another while allowing information aboutthe performance of the system to be collected and compared. This led to three primarydesires in the evaluation environment; �rstly the test-rig had to allow good performance,allowing a high rate of new connections to be attempted per second allowing comparisonwith commercial implementations and theoretical simulations, secondly the test-rig had tobe adaptable { allowing variations in the connection load, CAC method, and measurementsmade of the system both for each CAC to make use of as well as allowing the performance ofeach CAC to be tested. Finally the evaluation environment must have high repeatabilityof experiments, this is considered essential if the results obtained using di�erent CACalgorithms are to be usefully compared.In order to build the test-rig one issue in particular from the initial experimental resultsneeded to be addressed: this was the problem of tra�c generators. Tra�c generatorsunder the regime where tra�c generators are based on Fairisle ports meant limits in thelength of the trace that could be played. This limit in the working set size was shown inSection 5.2 to be a potentially serious problem in the behaviour of the system: multipleconnections exhibited self-similarity as the connections were held in lock step over multipletransmissions of the ICT list. As part of the process of creating a working CAC test-rig, thecreation of new method of tra�c generation was needed and the solution found discussedhere in this section.An evaluation of the new test-rig is given in this section; this evaluation looking atthe CAC test-rigs' performance, repeatability and adaptability. Performance aspects re-quired the greatest single attention in order to achieve acceptable levels of connectionsable to enter the system per second. Once a satisfactory performance level was achieved,repeatability was assessed. Adaptability of the system is shown in the variety of mecha-nisms that have already been incorporated into the system; mechanisms that include CACalgorithms, measurement techniques and numerous aspects of new connection types andarrival mechanisms.6.1 Test-rig constructionThe CAC test-rig consists of a combination of hardware in the form of the ATM switch andATM interface cards, and software in the form of software to generate new connections,perform CAC operations, obtain measurements from the ATM switch, generate tra�csources and control the generation of tra�c sources. Figure 6.1 shows the implementation45
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Figure 6.1: Architecture for the implementation of a test environment to evaluate CACmechanisms.
architecture adopted to evaluate CAC algorithms in general and the Key CAC algorithmin particular. In this section speci�c components of the CAC test-rig are discussed followedby the procedure used when a new connection enters the system.6.1.1 ATM switch - FairisleThe switch used in the CAC test-rig at this time is the Fairisle ATM switch discussedin Section 4.1. The Fairisle ATM switch enabled retrieval of measurements of a qualitysuitable for use in the CAC algorithms. Additionally the Fairisle ATM switch is ableto make measurements of the switch bu�ers, cells counts and cell timings enabling anassessment of the performance of the CAC algorithm. The Fairisle ATM switch operatesin an environment that is interfaced to with a measurement controller.46



6 CAC EVALUATION ENVIRONMENT6.1.2 Measurement controllerThe measurement controller, a process running under Unix, obtains from the switch themeasurements that may be required as input into a CAC algorithm. Additionally, themeasurement controller measures not only the tra�c activity, is an input to the measurealgorithms, but also the QoS experienced by the tra�c { its CLR, queue length distribu-tions, inter-cell loss times and other measures which permit o�-line comparisons betweenthe performance of the system in operation and the observed performance of a simulationusing a simulated switch model.While the measurement controller performs important functions in the retrieval andstorage of measurements from the switch, the server's most important tasks are the match-ing of asynchronous measurement requests (from the CAC algorithm) to the synchronousmethods in which measurements must be taken. The measurement controller also inter-faces between the proprietary inter-machine protocol used by the switch with a standardRPC interface that is used between the measurement server and the CAC system itself.6.1.3 Tra�c GeneratorAn ideal tra�c generator for the CAC test-rig would be able to represent the tra�c of anarbitrary number of connections. Each connection would be carrying tra�c of an arbitrarynumber of di�erent tra�c types. The tra�c generator should be controllable so thatthe tra�c source representing any connection can be arbitrarily turned on or o�, therebystarting or stopping the cells of that connection.The evolution started with the tra�c generator of Section 4.1.1, based on a FairisleATM port, �rst with the need to increase the size of the ICT memory space. The numberof ICT entries on the Fairisle ATM port is limited to 1:4� 106 cells. By designing the newphysical generator on a standard PC the working set, the number of cells in a single ICTlist, can be increased dramatically. While an ICT list that contains a list of cells for thefull experiment (1� 108 cells) is not possible (it would require 2� 108 bytes of memory, or191Mbytes) the working set can be increased by at least an order of magnitude over thecapacity of the tra�c generator based on the Fairisle ATM switch. This however does notform an ideal solution.An improvement on this revision of the physical generator is to have the ICT list repre-sent the cells of only one connection. The physical generator has multiple tra�c generatorsrunning, each reading from a random start point in the ICT list, for the duration of thatparticular connection. Figure 6.2 shows how four connections can be simultaneously inprogress, the ICT values from the same ICT list are read and cells are emitted at the notedrate. This can be compared with Figure 4.2 of Section 4.1.1; the original physical generatorhad a multiplex of tra�c pre-loaded, the new style physical generator can multiplex ICTlists dynamically. The cells from each of the (four) connections are multiplexed togetherand the multiplex of cells are emitted from the generator. The start and stop position ofeach connection is independent, each position based on a random number that is part ofthe new connection process, not the cell generation process. Because the multiplex of con-47
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long range dependence on the traffic of another call.

Cells from each generator are multiplexed
into a single stream of cells;  these cells are
emmitted from the ATM interface of the 

traffic generator.Figure 6.2: Generating the cells of multiple connections by multiplexing the ICT list of asingle connection.nections is random, dependent only on the admission of new connections the cell generationsystem gives long term independence between the connections added to the advantages ofa larger ICT play list. In addition to playing pre-generated theoretical sources, this systemmakes it possible to play pre-generated, or recorded traces of cell tra�c from other tra�ctypes such as video stream tra�c. The PC-based physical generator can o�er additionaladvantages in the production of cells from theoretical tra�c types.An added improvement o�ered by the PC-based system of Figure 6.2 is the the real-timegeneration of the ICT stream of each connection. The additional CPU power available ona PC-based physical generator (as compared with the CPU power available on the FairisleATM port based tra�c generator) has meant that the production of tra�c streams for the-oretical tra�c types can be performed in real-time. In this way all the tasks of the originalo�-line ICT list generation (Figure 4.3 in Section 4.2) have become part of the new phys-ical generator. Figure 6.3 shows how the tasks of generating independent tra�c streamsfor each connection and then multiplexing the resulting cells into one output stream areperformed by the new physical generator. It should be remembered that this physicalgenerator overcomes any limitations in working set size that occurred in the original phys-ical generator based on the Fairisle ATM port. Investigated more fully in Section 5.2,limitations in the working set size of ICT entries created o�-line would su�er long term de-pendencies and cause distortion of results in the switch. A theoretical generator generatingICT timings for a cell stream in real-time could run inde�nitely, this means the working setsize restriction in the physical generator is removed completely; memory no-longer beingthe limiting factor. The result at this stage is a dynamically controlled physical generatorable to generate a multiplex of tra�c based on theoretical models (such as Markov 2-stateon-o�) each connections' tra�c source independent and each source able to generate cellsfor inde�nite periods of time. Such a system is almost ideal for the needs of the CAC48
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Theoretical generators can create streams of cells in real-time;
this means traffic streams can be made  independent of each
other by using different random seeds for each generator and
different multiplexing schedules as connections start and stop.
With each traffic generator being independent and the stream

of cells being produced in real-time there is no correlation
between the streams of cells.

Cells from each stream of cells are multiplexed
into a single stream of cells;  these cells are
emmitted from the ATM interface of the 

traffic generator.Figure 6.3: Generating the cells of multiple connections using multiple theoretical generatorsto create cells in real-time and multiplexing the resulting cells into a single stream.
test-rig.The area the revised physical generator requires in addition to theoretical generators isthe ability to send cells that are the result of a converted video stream such as VP10S1 orVP5S2 of Section 2. Either of the video streams VP10S1 and VP5S2 can be represented asa set of ICT entries. This situation is di�erent from the list of ICT entries used to representa theoretical trace because there is an upper limit on the size of the trace enforced, thereis an upper limit on the size of the original video stream. This means a physical generatorof the style of Figure 6.2 can be used. This generator which multiplexes together the cellsfrom an ICT list that represents the tra�c of only one connection. Such ICT list-basedgenerators can then create cells for arbitrary time periods representing each connectionwhile its in progress. A hybrid physical generator can perform all the tra�c generationrequirements in one single box.Figure 6.4 shows how a merger of Figure 6.2 and Figure 6.3 can be used to create aphysical generator able to transmit a multiplexed stream of cells from theoretical generatorscreating cells in real-time and from generators reading from a list of ICT entries. In this waythe working set size limitations that has previously a�ected theoretical sources is removedand the 
exibility of being able to generate o�-line lists of ICT entries, to represent videostreams, is retained. In addition to being able to deliver cell streams consisting of allrequired tra�c types, this revised physical generator can be dynamically controlled, ableto stop and start individual tra�c sources using a purpose built RPC mechanism.The whole physical generator runs on a PC that is running the Nemesis Operatingsystem [25] which allows the construction of complex, time-critical tasks (the real-timecreation of tra�c traces) and the timely operations of device-drivers. A special purpose49
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traffic generator.

Generators output cell streams based on the ICT entries.
The same ICT list can be shared among multiple callers.

Each connection starts and stops at a random point in the ICT list; as a
result the resulting mix is can ensure the traffic of one call has no

long range dependence on the traffic of another call.

In this generation of generators, an output stream of cells can be created as the multiplex of the output of
independent theoretical generators and/or the output of trace based generators.Figure 6.4: Hybrid physical generator able to create cells from theoretical tra�c sourcesoperating in real-time and from an ICT list loaded into memory.
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6 CAC EVALUATION ENVIRONMENTdevice driver was written for the physical generator. Nemesis can make timely guaranteesto the device driver so that batches of cells to be transmitted are not delayed. In addition,guarantees of timeliness can be made to the RPC based control mechanism to ensuretime-bounded actions and replies.With an individual tra�c generator representing each connection in progress, the phys-ical generator is capable of saturating the ATM transmission link should this be requiredand the ability to combine a virtually unlimited number of tra�c types of both the theo-retical generator or those based upon lists of ICT entries gives us unrivalled 
exibility inexperimentation.6.1.4 Tra�c generator controllerThe tra�c generator controller, a process running under Unix, will instruct the tra�cgenerator to start and stop individual tra�c sources representing each connection as theseconnections are set-up and pulled-down. The tra�c generator controller, like the mea-surement controller, gives an interface between the standard RPC based interface that isused between itself and the CAC system; interfacing to the purpose-built inter-machineprotocol used by the tra�c controller. In later revisions of the physical tra�c generatorit is expected to be able to dispense with the tra�c generator controller altogether. Thiswould be made possible by the physical tra�c generator having a standard RPC basedinterface.6.1.5 Connection GenerationThe connection generator, a process running under Unix, will initiate new connectionattempts into the CAC test-rig. Connections entering the system can be described bythe parameters for the arrival rate of new connections, the connection holding time andthe tra�c each new connection will carry. The parameters of connection inter-arrival rateand connection holding time can have speci�ed values or have a range of values basedon a distribution { for example the period over which a connection will be in progresscould have an exponential distribution with a given mean. The value for tra�c type wouldtypically be speci�ed for a set of connections. The three parameters can also be speci�ed ina �le; in this way logs of connection events can be processed to produce a set of connectionarrival-rates, durations and tra�c types.The connection generator is able to generate new connections of more than one tra�ctype simultaneously. For example a connection carrying a particular video stream could bebeing attempted every 10 seconds, while connections carrying a theoretical tra�c sourceare being attempted with an MCAR of 55 seconds. As a result of this 
exibility a widemix of new connections and of tra�c types entering the test-rig can be achieved.6.1.6 CAC and admission policyThe CAC component forms the core of the CAC test-rig. The CAC component has thecapacity to change the CAC admission policy as required. Only one policy is in place during51



6 CAC EVALUATION ENVIRONMENTany experiment however consecutive experiments can operate with only the admissionpolicy itself or the control parameters of any particular policy being changed.During the generation of new connections the tra�c type and the parameters thatdescribe tra�c that the connection will carry are declared to the CAC algorithm. Theparameters of each new connection can be speci�ed in any of the TM 4.0 parameter formats[1]. In this way each new connection can specify its PCR, SCR, IBT and any otherparameters for full ATM Forum compliance. Each new connection presents its parametersto the CAC system and requests a connection to be set up across the switch.Each admission policy obtains the required measurements from the measurement con-troller as part of that particular CACs' decision process. Each admission policy can obtainthe measurements of the type and format it requires, in the case of the BT adaptive CACalgorithm measurements are of instantaneous line utilisation while for Peak Rate allocationno measurements are required as an input into the CAC algorithm.6.1.7 Cell time-frame scalingSection 4.1 discusses, the Fairisle ATM switch used in the CAC test-rig. In that section itis noted that the rates of tra�c sources are scaled by a factor D, this factor is a multiplieron the time between cells. As a result, the passage of time on the network, and hence thepassage of time in the experiment as a whole, has been slowed down by the factor D. Thereis a single drawback to this system { experiments run D `times' longer because all values oftime in the system are scaled up by D. For example a connection with a holding time of 10seconds will from the experimenters perspective have a duration of D�10 seconds. Such asystem of scaling has the immediate e�ect of allowing all parts of the test-rig to do moreprocessing for the each cell, thereby giving D times the amount of time to do processingrequired per cell (and per connection and per experiment). Such extra time is importantwhen the switch fabric is required to perform numerous timing and counting operationson receipt of each cell. This technique of time scaling has been used in several Fairisleprojects, most signi�cantly Crosby in [11], and as previously reported to BT in [10].Throughout this document all times stated for kit performance, connection setup, con-nection holdings periods, measurement period, and any other time frame in the experimentare given in unscaled time; that is time that has not been multiplied by D. Using mea-surements on this time scale make reported experimental results directly comparable withmeasurements made on other systems.6.2 Test-rig operationThe CAC system works as follows: a connection generator (running on Unix) is respon-sible for `generating' according to some distribution. The connection arrival times couldalso be from a previously collected trace of measured arrivals, the arrival of new connec-tions. New connections may be of multiple types, and each connection may, accordingto a random distribution, determine its connection type and any set of parameters whichit is required to present. In the case of the adaptive CAC algorithm evaluated, none of52



6 CAC EVALUATION ENVIRONMENTthe new-connections' tra�c parameters are used, however for full ATM Forum compliantconnections, a connection might be required to declare its SCR, IBT and any other usefulparameters. New connections generated by the connection generator arrive at the CACdecision system when they are generated. Each connection presents its parameters to theCAC system and requests a connection to be set up across the switch. The currentlyloaded CAC algorithm, using measurements from the switch of the current activity, makesa decision as to whether or not to admit the connection. Only one CAC algorithm operatesin any one experiment.If a connection is admitted, the CAC algorithm will reply to the connection generatoraccepting the connection. The connection generator then instructs the tra�c generatorcontroller to `set-up' a new tra�c generator with the appropriate parameters for a con-nection of this type. The tra�c carried by this connection might be on-o�, some otheranalytical model, or trace driven. The tra�c generator controller then starts the new con-nection by instructing the physical generator to create a tra�c generator with the correctparameters and to start the new generator. The cells of this new connection will then enterthe multiplex of streams of cell that the physical generator is transmitting into the switch.When each new connection is created, apart from its tra�c type and arrival time, anew connection will have associated with it a lifetime, or connection holding time. Thisconnection lifetime, like the arrival time, can be drawn from a theoretical distributionor a trace driven set of values (perhaps measured from a previous experiment). Oncethe connection holding time is reached the connections' tra�c source is stopped and thatconnection is `cleared down'.It is important to stress that in this set-up there is no real ATM signalling. Theprocesses running o�-switch assume the full load of the `signalling' and therefore it ispossible to emulate the arrival of connections at rates far higher than could be sustainedby any real ATM signalling implementation. Also, the setting up of a `connection' throughthe switch is optimised in the sense that all VCI/VPI pairs to be used in an experiment aremapped through the switch before the experiment starts, meaning that there is no need toactually set up paths during the experiment. This greatly aids e�ciency, and means thatcan be achieved realistic connection setup rates for large networks.6.3 Test-rig evaluationDuring the construction of the CAC test-rig, e�ort was made to ensure the goals of per-formance, repeatability and adaptability were being meet. The test-rig was required toachieve high rates of new-connection setup: the rate at which new connections could beattempted and started when the connection was admitted into the system. Section 6.3.1covers both the connection performance of the test-rig and work performed to improve thisperformance. The performance of the test-rig in the minimum connection set-up periodhas meant it is possible to test CAC algorithms under a wide range of input conditions(such as MCAR and MCHT). The ability to conduct multiple experiments and obtainrepeat results from each consecutive run was the next part of the test-rig evaluation.The test-rig must allow high repeatability between experiments; ideally, consecutive53



6 CAC EVALUATION ENVIRONMENTexperiments with no parameter changes should yield as identical results. Section 6.3.2reports results conducted to assess the repeatability of experiments on the CAC test-rig.As part of this assessment of the repeatability of experiments the results are summarisedto give error boundaries and con�dence intervals on results gained using the CAC test-rig.The �nal phase of test-rig evaluation, Section 6.3.3, takes the form of a set of tablesdocumenting the various new-connection regimes for controlling the connection admissionrate and connection holding time, methods of measurement that are implemented or planto be implemented along with the various CAC algorithms either implemented or beingplanned. The numerous connection regimes, measurement types, CAC policy implementa-tions and tra�c types show the CAC test-rig well satis�es its requirement as an adaptableplatform for supporting CAC algorithm evaluation.6.3.1 PerformanceWhen a connection is entered into the system an assumption is that there is a negligibleamount of time between the time when the new connection has been generated and, assum-ing acceptance, the moment when cells transmitted by the corresponding tra�c generatorwill start entering the data stream. This assumption is not valid in anything other thana theoretical test structure. However, it is important to quantify and where possible over-come such a delay between a new connection entering the system and cells being producedby the system so as to minimise the impact of experimental e�ects being introduced intothe evaluation experiments. In this way theoretical results and experimental results canbe compared more closely.The performance goal in the construction of the CAC test-rig was to reduce the newconnection generation, new connection test and new connection start-up delays to a min-imum; the smaller the delay achieved the closer to the values used in a na�ive simulation.When compared to the real-world implementation, aiming for a minimal delay could beseen as unnecessary { several authors [2, 28] note that in commercial ATM switch systemsthe call setup process for a new connection can take 20{200ms. Such a quoted value for thedelay does not include the additional time required for the end-system to become active.In the work to reduce the delay on the CAC test-rig, the delay includes all parts fromgeneration of the new connection request through to the moment cells are emitted fromthe ATM interface of the tra�c generator.The delays in the pathway between the generation of a new connection request andthe emission of cells into the ATM switch take several forms: �rstly there is time takenin the execution of code on the various machines that the CAC test-rig runs, secondlythere are delays related to the communications between components of the CAC test-rigand �nally there are delays in the physical generator that will cause a delay between thestarting of tra�c generators and the emission of cells from the ATM interface and into theATM switch.The performance evaluation of the time delays through the CAC test-rig was hamperedby the lack of a high resolution timer with consistent behaviour from one brand of Unixsystem to another. Quite commonly it was found that timers available on the system54



6 CAC EVALUATION ENVIRONMENTwould be being updated at a much lower frequency than stated in the documentation.This is a common problem when the update of clock counters is a schedule-able task in themain kernel of an operating system. While solutions such as [32] have been proposed andused successfully, there was neither the time nor the need to construct such a solution. Asolution to the problem of unreliable timers used in this evaluation was careful monitoringof the timing machines and pre-testing of the machines to establish clock update behaviour.The �rst cause of delays, the execution of code on the various systems that make up theCAC test-rig, is di�cult to quantify or reduce substantially. During the 
ow of the CACtest-rig, from generation of a new connection attempt to the starting of a tra�c generator10,000 lines of `C' code on Unix systems and 3,000 lines of `C' and intel-assembler code onNemesis systems is executed for each connection accepted into the system. There was nowork directly spent on speeding up performance of the program code itself; it was thoughtthe majority of the delay time could be attributed to inter-machine communications andthat anything that reduced the delays in the inter-machine communications would moregreatly reward time invested.The second delay, is a compound of the many instances of inter-machine communica-tions. In this version of CAC test-rig the inter-machine communications are in the formof Remote Procedure Call (RPC) operations. If as is the case for the BT adaptive CACalgorithm, the CAC algorithm requires an instantaneous measurement of tra�c for eachnew connection on which the CAC mechanism must make a decision, the CAC code causesan RPC to be generated requesting the instantaneous value from the measurement server.The measurement server will in-turn request measurements from the switch. The resultsreturned from the switch are then themselves forwarded to the CAC algorithm. If theCAC algorithm then admits the connection an RPC is sent to the tra�c generator con-troller. The tra�c generation controller converts this RPC into a request to the physicalgenerator(s) causing the creation of a tra�c generator with the tra�c characteristics ofthat connections' tra�c type. Replies and acknowledgements follow the reverse path. Thisinvolves a maximum of 8 RPC steps for a successfully admitted new connection.Each of the 4 RPC links is based on an unreliable transport mechanism that will timeoutand re-transmit the original request if data is lost. However, the RPCs are transmitted overa dedicated local Ethernet based network as a result because the chance of retransmissionis random and dependent on the utilisation of the control channel because of this it canbe di�cult to bound the time taken in RPC communications. This was addressed byinstrumenting the RPC mechanism so that retransmission requests could be recorded andan informed assessment made. The results from the instrumentation showed that overthe course of the whole experimental evaluation (including the evaluation of other CACalgorithms detailed at the end of Section 7) the total number of retransmissions was notedto be less than one retransmission in ten complete experiments. This implies that for every320,000 RPC calls (assuming about 4,000 accepted connections per experiment) there wasonly one retransmission. At this point the e�ects introduced by this aspect of the test-rigwere discounted as negligible.In order to reduce unnecessary RPC operations, an amount of caching was introduced.If the measurement server is called to give results for two consecutive connection admission55



6 CAC EVALUATION ENVIRONMENTrequests, before a new measurement could have been made, the earlier value is returned.This has no a�ect on the accuracy of the results because the measured value would nothave been updated any faster than a nominated period. The e�ect of this caching was toreduce the total number of RPC calls made from 8 to an average of about 7.2; the exactvalue depends on the period over which the measurement of instantaneous tra�c load wasto be taken but the end results is not insigni�cant.The other major change was to decouple the two RPC sides of the tra�c generator.This meant that requests to turn on tra�c generators were be answered `instantly' by thetra�c generator controller allowing the connection generator to continue with its varioustasks. A separate sub-process on the tra�c generator controller would check routinely forchanges in the status of generators (as requested by the RPC calls from the call generator)and would perform the required proprietary RPC call to control the tra�c generator(s) onthe Nemesis box. This had the advantage of reducing further the number of RPC calls madefrom 7.2 (average) to 5.2 (average) in the pathway traversed between the generation of aa new connection and a tra�c generator being initiated. As a result, delays of subsequentoperations, such as other new connections, would also be reduced.This technique of decoupling the RPCs needed for tra�c generator control has a draw-back; a delay is introduced between the moment a new connection being accepted and thegenerator being started. The e�ects of this delay have been reduced by ensuring that thecontroller polls for changes (such as new connections) as fast as possible. In order to ensurethat the connection is delayed only in time and not shortened, the turning o� of the sameconnection is subject to the same delay (the original start-up delay is measured and takeninto account).A �nal solution for eliminating the extra delay of either poll times or RPC transmissionsbetween tra�c generator controller and the physical generator would be to remove thetra�c generator controller entirely from the system. This has not yet been implementedas the various roles it performs have not entirely been eliminated { this elimination is thelong term objective. The same solution is not available for the measurement controller.One of the reasons for this is that the measurement server cannot be run on an architecturesimilar to the connection generator and CAC components; the RPC interface to the Fairisleswitch is alien when compared with available programming interfaces and as a result themeasurement controller tasks are not easily assimilated.Timely measurement taking is important both for measurements that are input to theCAC algorithms themselves and for auxiliary measurements that will be used to appraisethe performance of the CAC algorithm under evaluation. The evaluation environment wasdesigned to enable accurate measurements to be taken during the course of experiments{ desirable measurements could include cell counts at the granularity of the measurementperiod for the instantaneous tra�c load, queue contents (and length) information, queuediscard information and utilisation measurements.While it has been established that the Fairisle switches are capable of high resolutionmeasurement without signi�cant error, delays in timing can be introduced into measure-ments in the same way that delays could be introduced into control of the tra�c generators.Such delays in auxiliary measurements are not signi�cant in this set of experiments. How-56



6 CAC EVALUATION ENVIRONMENTever, such delays may introduce a signi�cant error for CAC algorithms, such as the BTadaptive algorithm, that require timely (`instantaneous') information on utilisation of thelink and so on. A partial solution was achieved, as mentioned above, by introducing a levelof result caching to eliminate unnecessary calls to the measure event system. Apart fromthis technique, few other options were available.The �nal delay, the value arising in the transmission system, arises from the stagedgeneration mechanism whereby cells created by an instance of a tra�c generator can takeup to 800 cell times before they actually exit the interface card. The maximum error of286:2�s only occurs as a one-o� start-up delay for the connection. The �gure is a maximumand the mean �gure is much smaller. Additional alterations to the transmission streamoccur in the form of jitter. Jitter characteristics are introduced as a result of commercialATM switch infrastructure (Fore Systems' ASX-200 ATM switch) being used to performprotocol matching between the tra�c generators (using 155Mbps Sonet interfaces) andthe Fairisle ATM switch (using 100Mbps TAXI interfaces). The ASX switch is in link6 of Figure 6.1. It is important to note the switch does not perform rate reductiontasks { cells are not generated at a rate greater than the line rate capacity of the Fairisleinterfaces (100Mbps TAXI). Apart from protocol matching, the commercial (non-Fairisle)ATM switch infrastructure plays no other role in the ATM test-rig.Following on from the description of the causes of delay, the delay values were quanti-�ed. Experiments established that delays between a new connection arrival and the start oftransmission of its cells from the corresponding generator was on the order of 8.38 millisec-onds. The statistics and distribution of this delay are shown in Table 6.1 and Figure 6.5respectively.Such a startup delay has an immediate e�ect on consecutive connection attempts.Connections cannot be attempted into the CAC and (where appropriate) started at a rateany faster than � 119:3 connections per second of the experiment. As the experiment hasa mean connection arrival rate of 10 connections per second, this means that, with 95%con�dence, about 0.27 % of connections may be a�ected. However, the �gure is actuallymuch less than this because the full delay impact is incurred only on new connections thatare accepted into the system.For new connections that are rejected from the system, the delay is substantiallysmaller. Additionally, the �gure of � 119:3 new connections per second implies everyconnection was successful and required a tra�c generator to be started up, this is notthe case however the �gure of � 119:3 new connections per second is a useful worst caseboundary. The value of � 119:3 new connections per second being a maximum for thenumber of new connections that will be able to be made within this period implies a callset up time of 9ms. When compared with the earlier stated values for commercial callsetup of 20{200ms [2, 28] { a call setup period of less than 9ms is quite acceptable. Inreal terms this means that, in the worst case, for an experiment of 6000 connections, lessthan 18 of those connections will be a�ected by system delays where the delaying of oneconnection will delay the next connection entering the system.57
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Figure 6.5: Distribution of delay values between the generation of a new connection and thetime the tra�c generator is started.
Mean Var Std. Dev. 95 % CI8.8048E-03 1.6678E-6 1.2914E-3 3.7556E-05Table 6.1: Statistical properties of a set of start-up delay values. A start-up delay is theperiod between the generation of a new connection and the time the tra�c generator isstarted.
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6 CAC EVALUATION ENVIRONMENT6.3.2 RepeatabilityIn order to reliably compare and contrast di�erent CAC algorithms under a range ofconnection loads repeated experiments need to give high repeatability of results. Runningconsecutive experiments with no changes in parameters should reveal as near to identicalresults as is possible. This section reports on results appraising the repeatability of theCAC test-rig. Firstly, several sets of repeated experiments are contrasted with experimentsrun with a variety of random seeds. These random seeds form the inputs to the connectionarrival and connection holding time distributions; both distributions are random with anegative exponential distribution and each is independent of the other. Seed values also areused in the creation of tra�c generators on the physical generator. Each tra�c generatoruses these random seeds to seed the random number generators that will give distributionsof cell burst length and inter burst time (Section 2.2).The objective was to establish that variations in results for experiments repeated withidentical parameters and variations in results for experiments repeated with di�erent ran-dom number seeds give a degree of variation in the results. These results would thencon�rm that the use of one set of random number seeds throughout all experiments wouldnot cause peculiarities in the repeatability of experiments. The second round of repeata-bility experiments were more complex.In the second round of repeatability experiments, experiments were run with identicalsets of parameters. 100 experiment runs were performed and a statistical evaluation of theaccuracy of the repeated results is given. The second round of results used experimentalparameters that were near identical to the experiments required to evaluate the CAC test-rig; the objective of this second experiment round was to evaluate the repeatability of thetest-rig under conditions as near identical to the evaluation conditions as possible.The �rst repeatability tests were made using with connections carrying the TP10S1source type described in Section 2.2.1. The MCAR of these connections was 10 connectionsper second and the MCHT was 10 seconds per connection. The CAC algorithm was thesimple BT adaptive algorithm for which a threshold of 4.26 was used. This means thatnew connection attempts were rejected if the link utilisation was above 42.6 Mbps. Thisvalue was used because, as documented in Section 3.4, this threshold value was calculatedby our BTL collaborators as part of the evaluation. The results obtained for mean lineutilisation (MLU) and for the CLR from a bu�er of 100 cells in length were compared foreach experiment.Figure 6.6 graphs the values of mean line utilisation from �ve experiments using thesame seed and �ve experiments with �ve di�erent seeds for the random number generator.The statistical properties of the two sets of experiments are documented in Table 6.2. It isinteresting that the variation between experiment runs occurring in experiments withoutany change in parameters is slightly smaller but of the same order of magnitude as thevariation between experiment runs where the seed of the random number generators hasbeen altered for each experiment run. This implies that the variation in an individualexperiment caused by the di�erences between consecutive runs is almost as large as the`random' variation of changing the seeding of the random number generators. In addition,59
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Figure 6.6: Repeatability test results showing mean line utilisation values for 10 repeats ofthe same experiment.Mean Var Std. Dev. 95 % CIvaried seed 4.278841E-01 1.935880E-06 1.391359E-03 1.938881E-03same seeds 4.268741E-01 8.443734E-07 9.188979E-04 1.280499E-03Table 6.2: Statistics for the values of mean line utilisation for 10 repeats of the same experi-ment.these experiments show that, for mean line utilisation at least, the selection of one partic-ular set of random seeds for the generators does not arti�cially constrain the range resultsobtainable. The next set of results to compare were the CLR values obtained.Figure 6.7 shows graphically the values of the CLR (for a bu�er length of 100 cells)of the same �ve experiments with the same set of seed value and the same �ve experi-ments with �ve di�erent sets of seed values. Statistical properties of the CLR experimentsare documented in Table 6.3. Once again, similar to the results for mean line utilisation,the results indicate that variation of results for CLR are slightly smaller for experimentsrepeated with the same set of random seed values than those repeated with di�erent ran-dom seed values although having a similar magnitude. Additionally, like the mean lineutilisation results, this implies that using one particular set of random numbers will notarti�cially constrain the variation in results and that the variation is almost as large inconsecutive runs for the case where the set of random numbers is kept the same as it is forthe case where the set of random numbers is varied.60
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Figure 6.7: Repeatability test results showing CLR values on a 100 cell bu�er of 10 repeatsfor the same experiment.
Mean Var Std. Dev. 95 % CIvaried seed 5.347374E-04 4.618412E-09 6.795890E-05 9.470178E-05same seed 5.712818E-04 5.356902E-10 2.314498E-05 3.225289E-05Table 6.3: The statistics for values of CLR of a 100 cell bu�er from experiments repeatedwith and without variations in the set of seed values.
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6 CAC EVALUATION ENVIRONMENTOnce the variation between experiments runs without varying any parameters wasshown to cause as much variation in the results from experiments as those experimentswhere the set of random number seeds was changed, the exact variation needed to beestablished with a larger set of repeat experiments of identical parameters.In order to establish a more representative and comprehensive sample, 100 complex6experiments, involving a mixture of di�erent types of tra�c streams, were run. In allpossible ways input parameters were held as constants throughout successive experimentson the test-rig.The experiments themselves involved a mixture of connections of two di�erent tra�ctypes. One of these tra�c types was the video source VP10S1 (described in Section 2.3.1)being carried on connections that had an MCAR of 5 connections per second and an MCHTof 10 seconds per connection; the other tra�c type was VP5S2 (described in Section 2.3.2)being carried on connections that had an MCAR of 5 connections per second and an MCHTof 5 seconds per connection. This combination of connections and calls gives an o�eredload of 7.5. The threshold value used in the CAC algorithm was 4.575, this is equivalent toadmitting any connection when the line utilisation was below 61Mbps and rejecting newconnections when the line utilisation was below this value.During evaluation of CAC algorithms, the overall CLR and mean line utilisation ofan experiment are signi�cant comparison criteria, as a result it was these results thatwere commonly compared between experiment runs. Figure 6.8(a) shows the mean lineutilisation values for the batch of 100 identical experiments. A statistical summary ofthis collection of results is in Table 6.4 and the distribution of the results is shown inFigure 6.8(b). In comparison, Figure 6.9(a) shows the CLR values for the batch of 100identical experiments. The statistics of this collection of results is in Table 6.5 and thedistribution of the results is shown in Figure 6.9(b).It is clear that even for experiments with a narrow distribution of mean line utilisation,the values for cell loss ratio have a much greater distribution. This will mean that witha 95 % con�dence the link utilisation value will have an error of �0:21%. With a 95 %con�dence, the CLR results will give experimental results with an error of �4:6%. Anotherinteresting point from these results is that the link utilisation �gures have a distributionthat implies the values will be distributed lower than the mean rather than evenly dis-tributed around the mean. Appraisal of the repeatability of the CAC test-rig has givenresults indicating the boundaries of accuracy for results from the CAC test-rig. There arefew avenues for improving on these results without substantial changes to the experimentparameters or the physical equipment in use; however these results appraise repeatabilityand give a prediction of the accuracy for the CAC test-rig.It is di�cult to decide if the results are satisfactory, this is because evaluation test-rigsfor CAC algorithms are not common and not directly comparable. It is worth noting thoughthat simulated or theoretical results can have substantial error margins in the results;6By complex, we mean that these experiments did not involve the use of one tra�c source alone, butrather they more closely mimicked experiments run during the later stages of the CAC evaluation. Howeverthe experiments run in this set of tests are not comparable themselves to the evaluation experiments, onlythe repeatability of the CAC test-rig is usefully revealed.62



6 CAC EVALUATION ENVIRONMENTMean Var Std. Dev. 95 % CI5.477709E-01 3.384366E-05 5.817530E-03 1.160403E-03Table 6.4: Statistical information on the 100 mean line utilisation results shown in Fig-ure 6.8(a). Mean Var Std. Dev. 95 % CI1.238580E-03 9.047702E-08 3.007940E-04 5.969022E-05Table 6.5: Statistical information on the 100 CLR results shown in Figure 6.9(a).this fact is made clear in Figure 5.9(b) where only the theoretical (simulated) results aredocumented. In this way the variation in results on the CAC test-rig may be considered noworse than results from a variety of theoretical runs. This concept was further reinforced bythe previous sets of `repeat run' results. Recalling from the comparison between repeatedexperiments with no parameter changes and repeated experiments with changes of the seedset for the random number generators it was noted the amount of variation in results wasthe same magnitude for and almost as higher than the repeated experiments where theset of seed values of the random number generators were held constant. As a result it wasconcluded that documenting the variation was all that should be achieved at this stage.
6.3.3 AdaptabilityThe �nal criteria for the CAC test-rig was adaptability. In order to o�er the ability tocompare and contrast CAC algorithms under a variety of tra�c and load conditions inaddition to allowing easy implementation of new CAC algorithms, the CAC test-rig designo�ered a wide variety of new connection regimes. The manner in which new connectionswill enter the system, combined with the length a successful connection will be held oper-ational can be varied; speci�ed as part of a mathematical model or as trace-driven entriesfrom a pre-prepared log. In addition to a variety of connection regimes, a new physicaltra�c generator o�ers the ability to generate a wide variety of tra�c types. The tra�ccould be generated o�-line, collected o�-line and replayed or created on-line using the de-sired mathematical characteristics. These aspects together mean a CAC algorithm can betested under a wide combination of connection load and tra�c types. Finally the CACtest-rig must be able to make measurements required for the CAC algorithm and mea-surements that can be used to appraise the CAC algorithm. The list below records on theavailable methods for generating new connections, the variety of tra�c types, the variousmeasurement methods available and the CAC algorithms currently implemented.63
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6 CAC EVALUATION ENVIRONMENTConnection Methods� New-connection arrival rate described by a mathematical model This allowsa user to specify an MCAR and new connections will arrive with a arrival rate basedon a negative exponentially distributed random variable with the nominated MCAR.� Connection holding time described by a mathematical model This allows auser to specify an MCHT and new connections will have a connection holding timebased on a negative exponentially distributed random variable with the nominatedMCHT.� New-connection arrival rates are read from previously created �le Thisallows logs of systems such as Web servers to be processed into appropriate formatlogs detailing a connection by connection basis.� New-connection holding times are read from previously created �le As inthe connection arrival rate case, connection holding times are read from a previouslycreated �le.Tra�c types� Current{ 2-state Markov model This tra�c type, detailed in Section 2.2 transmits cellsin bursts. The bursts have a nominated MBS and are transmitted at a nomi-nated PCR. The burst size and inter-burst spacing are negative exponentiallydistributed random variables with means selected to satisfy the nominated MBSand a nominated value of SCR.{ Trace-drive cell list This tra�c type allows tra�c traces to be generatedo�-line and stored in the memory of the physical tra�c generator. The traceis created o�-line, such a method is highly 
exible give the variety of tra�cit can represent. This method is used currently for the transmission of tra�crepresenting video sources.� Planned{ Hurst tra�c model The incorporation of a theoretical tra�c model with anadjustable amount of self similarity (as represented by the Hurst parameters)allows testing against a tra�c type that does not have the same multiplexingcharacteristics as the 2-state Markov model, yet can be easily compared againstsimulations. Such an implementation of a Hursty source is [29].{ Direct video list conversion This technique is intended to incorporate theo�-line generation of video traces into the physical generator itself (Section 2.3).This would be desirable as it allows the much smaller sized lists of video frame66



6 CAC EVALUATION ENVIRONMENTsizes to be kept in memory and converted into cells directly rather than doingthis conversion o�-line and keeping a full ICT list in memory. This techniqueis achieved by the addition of various tra�c shapers, leaky bucket and chainbucket, to obtain the desired tra�c characteristics.Measurement methods� Current{ Line utilisation This measurement allows the return of line utilisation at theaccuracy of one cell down to time periods down to one cell-time.{ Cumulative cell count This measurement is at the accuracy of a single cellover time periods down to one cell-time.{ Recent cell count As `Cumulative cell count', but returns the count of cellsreceived by the switch since the last `Recent cell count' enquiry.{ Cumulative CLR over total connection This measurement returns the CLRfor the aggregate of cells through the switch.{ Recent CLR over total connection As `Cumulative CLR over total connec-tion' but returns the CLR for the aggregate of cells through the switch based onthe cells received at the switch since the last `Recent CLR over total connection'enquiry.{ Cumulative queue length histogram. This measure returns the queuelength histogram for all cells received by the switch. This information can thenbe used to create graphs of the Cumulative CDF at the ATM switch bu�er.{ Recent queue length histogram. As `Cumulative queue length histogram.'but returns the queue length histogram based on cells received at the switchsince the last `Recent queue length histogram.' enquiry.� Planned{ Cumulative cell count per connection This measure is planned to returnthe total number of cells received by the switch for a particular connection.{ Recent cell count per connection As `Cumulative cell count per connec-tion' but will return the count of cells received by the switch for a particularconnection since the last `Cumulative cell count per connection' enquiry.{ Cumulative CLR per connection This measure is planned to return theCLR for a particular connection based on all cells received by the switch for aparticular connection.{ Recent CLR per connection As `Cumulative CLR per connection' but willreturn the CLR for a particular connection based on cells received by the switchsince the last `Recent CLR per connection' enquiry.67



6 CAC EVALUATION ENVIRONMENTCAC algorithms� Current{ Peak Rate Allocation This algorithm is the technique speci�ed in [1] by theATM Forum. It uses no measurements of the line utilisation; instead a worstcase scenario is assumed and connection admission is based on the declared PCRof each of the new and current connections in the system being compared withthe total line capacity.{ BT adaptive CAC algorithm This algorithm, described in Section 3.4, usescomparison of a known thresholding value with instantaneous line utilisationmeasurements to allow new connection admission or rejection.{ Measure algorithm The Measure CAC algorithm used is a simpli�ed imple-mentation of the large deviation [15, 16] based mechanism discussed in [13, 12,14, 4].� Planned{ Enhanced BT adaptive CAC algorithmsThese algorithms would be thresh-old based like the CAC algorithm of Section 3.4 however would expand themechanism to incorporate rudimentary adaptation to mixtures of tra�c types.This would allow evaluation of the real-time adaptation of the BT adaptiveCAC algorithm [19, 23, 30].{ Enhanced Measure algorithm This family of algorithms expand on the cur-rent Measure technique but give unknown, but perhaps signi�cant advantagesover the current technique.{ CLR algorithms This algorithm would used the measured CLR from theswitch as direct input to the CAC mechanism. Such an algorithm would form auseful comparison as it could potentially give `perfect' results using a measure-ment not commonly available to CAC algorithms.{ Mean and Variance based algorithm This algorithm would be based onwork by M. Grossglauser [20] and is another approach to measurement basedCAC algorithms.{ Exponentially weighted utilisation This algorithm would base descriptionson a recorded history of utilisation, however to avoid temporary level transitionsunduly a�ecting the CAC mechanism, the history would carry a `weight' inproportion to how recent the utilisation sample had been taken.Even without taking into account methods as yet unimplemented or those methodsonly in implementation, it can be seen from this list that the variety of methods and im-plementations have meant the CAC test-rig well satis�es the criteria of being an adaptable
exible platform for CAC evaluation. As a result of these choices the 
exibility has meant68



6 CAC EVALUATION ENVIRONMENTthe CAC test-rig o�ers a satisfactory level of options and choices. In addition to a varietyof options for new connection methods, tra�c types, measurement methods and CAC al-gorithms, the CAC test-rig gives a high level of event logging. Such a detailed amount ofevent logging combined with the wide choice of measurement technology, new-connectionregimes and tra�c types make the CAC test-rig the ideal platform for CAC evaluation.
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7 EVALUATION OF CAC ALGORITHMS7 Evaluation of CAC AlgorithmsThis section reports on the results gained using the implementation of the BT adaptiveCAC algorithm detailed in Section 3.4. Following a discussion of speci�c implementationdetails in Section 7.1, results are presented from experiments conducted using the BTadaptive CAC algorithm. In Section 7.2, a �rst set of experiments indicate the accuracy ofthe threshold values calculated by our BTL collaborators (given in Section 3.4). Anotherexperiment established the relationship between the thresholding value and the periodover which instantaneous utilisation measurement is taken; all other experiments use aninstantaneous utilisation measurement period of 30.6ms. The �nal round of experimentsreport on the theoretical tra�c type, TP10S1, were to empirically establish the relationshipbetween the threshold value, CLR and mean line utilisation. The following sets of resultswere conducted using alternative tra�c types.Section 7.3 details experiments to empirically establish the relationship between thethreshold, CLR and mean line utilisation were conducted for experiments where the con-nections carried the video tra�c type VP10S1. This tra�c type has broadly similar charac-teristics to the theoretical tra�c source TP10S1; the same PCR, SCR and MBS. However,this tra�c source has a di�erent distribution of burst sizes and a highly periodic structureto the timing of the bursts themselves. The result is an instructive set of comparative re-sults revealing that knowledge of the broad tra�c descriptors alone may not reveal enoughinformation to establish the threshold and hence acceptance boundary accurately. Thefollowing Section 7.4 reports on experiments to empirically establish the relationship be-tween the acceptance boundary, CLR and mean line utilisation for connections carryingvideo tra�c type VP5S2. These results along with those of Section 7.3 form an interestingcomparison with the results of the next Section.The next section, Section 7.5, gives results establishing the relationship between theacceptance boundary, CLR and mean line utilisation for several experiments were theconnections entering the CAC test-rig are carrying a mixture of tra�c types. The mixtureof tra�c types carried by the connections of these experiments are a sliding ratio of thetwo tra�c sources VP10S1 and VP5S2. Based on these results, a relationship between thetra�c mix, acceptance boundary, CLR and mean line utilisation is established.Section 7.6 compares the results gained using the BT adaptive CAC algorithm withresults gained using two other CAC algorithms. The alternative CAC algorithm usedare the Peak Rate allocation policy and the Measure algorithm. The Peak Rate allocationpolicy assumes a worst case scenario about new connections and new connection admissionis based on the declared PCR of each of the new and current connections in the system beingcompared with the total line capacity. The Measure algorithm is a na��ve implementationof the large deviation [15, 16] based mechanism discussed in [13, 12, 14, 4]; its actualimplementation is discussed further in Section 7.6.The results of Section 7 required over 1,100 separate experiments, each experimentran for approximately 2 hours. Each experiment carried at least 1� 108 cells, this value,established in Section 5, came as a trade o� between experiment run-time and the accuracyof results, such as the CLR value for an experiment. Increasing the number of cells sent71



7 EVALUATION OF CAC ALGORITHMSthrough the system by a magnitude would also increase the running time by a magnitude,for a handful of experiments such an increase may be manageable, however for over 1,100experiments, such an increase of a magnitude would not have been acceptable.7.1 Implementation of BT adaptive CAC algorithmThe BT adaptive CAC algorithm relies on instantaneous measurements of the line utili-sation. An instantaneous measurement of the line utilisation is required as part of eachconnection admission request. The instantaneous measurement is compared against athresholding value the CAC is currently using and if the measured line utilisation is equalto or less than the thresholding value the CAC can admit the new connection request. Themeasurement of instantaneous line utilisation is critical to the operation of a threshold-based CAC algorithm like the BT adaptive CAC algorithm.As stated in Section 3.5 an implicit assumption throughout the theory of the BT adap-tive CAC algorithm is that instantaneous measurements of tra�c can be made for eachand every new connection request on which the CAC algorithm must decide. The period ofan instantaneous measurement is not zero and the range of values include the time duringwhich other new connections will request admission into the systemThis means that there could be a need for many measurements taken simultaneouslywhile new connections are being decided on by the CAC algorithm. The hardware of anATM switch is not able to perform such simultaneous instantaneous measurements withthe desired period. However periodic measurements of this resolution and measurementperiod can be realised.Periodic measurements are ones where the switch routinely returns counts of cellstraversing the switch. These cell counts give the line utilisation for each measured pe-riod for consecutive periods of time. When a line utilisation measurement is requested,the measurement for the most recently completed measurement period is returned. UsingPeriodic utilisation values as a substitute for instantaneous line utilisation measurementswill incur an error: the di�erence between the line utilisation taken over the period andthe line utilisation as it would have been had the measurement been taken instantaneously.An error in the measurement period may result in an error in the line utilisation �gure.This error arises because the true line utilisation may have been dramatically di�erentfrom the measured value. The situation is shown in Figure 7.1; a new connection requiresa measurement of the utilisation, the instantaneous utilisation would give a value of 25%while the most recent periodic measure gives 50% utilisation. In this example the periodicmeasurement of utilisation di�ers from the line utilisation measurement by 25% of thetotal line rate. The error will display a roughly normal distribution with minimum andmaximum values being the minimum and maximum values of utilisation measurable inany single measurement period. How this will actually a�ect the algorithm is less wellunderstood; an assumption has been that the long term e�ect will be negligible. Theconclusion about this e�ect being negligible is because the system has an equal likelihoodof admitting a connection attempt as it has of rejecting a new connection attempt. It isworth reiterating that a real switch cannot make the many simultaneous measurements of72
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Figure 7.1: Instantaneous and period measurements of line utilisation.utilisation the BT adaptive CAC algorithm assumes are available; after consulting withour colleagues at BTL the periodic measurement technique discussed here was the bestimplementable alternative.Once implemented, the logging system in the CAC test-kit gives su�cient informa-tion that real-time graphs can be produced displaying information: on the current lineutilisation, the current connections in progress and information about new connection ac-ceptance or rejection. Figure 7.2 shows the plot of 100 seconds of time from the start ofan experiment. The �gure consists of three graphs stacked vertically. The x axis in allcases is time, shown in seconds since the start of the experiment. The top graph in eachset of 3 produced by the on-line system shows the connection arrival process. For eachconnection which arrives a vertical bar is drawn. In the event that an arriving connectionwas accepted by the CAC algorithm, a green vertical bar is drawn. If the connection isrejected, then the vertical bar is red, and extends downwards. In the leftmost part ofFigure 7.2, where the time is less than 45 seconds, no new connections have been rejectedbecause measurements of the instantaneous line utilisation are less than or equal to thethresholding value. Whereas, after 45 seconds, su�cient tra�c is now in the system forthe instantaneous line utilisation to be above the thresholding value and as a result forconnections to be rejected.The second graph from the top is a display of the tra�c dynamics in the switch,measured in real time. The thresholding value in use by the CAC algorithm is shownalong-with the current measure of instantaneous line utilisation. The bottom graph ofFigures 7.2 and 7.3 shows the number of connections in progress in the system, over73



7 EVALUATION OF CAC ALGORITHMStime. This rapidly climbs, as new connections enter the system at a greater rate thanthey clear down because in the empty system (at time zero) no connections are rejected.Once rejections occur, the number of connections in progress stabilises, but displays theexpected variation due to statistical 
uctuations. In this experiment connections carriedthe theoretical tra�c type TP10S1 discussed in Section 2.2.1, an acceptance boundary of4.26 and thus an thresholding value of 42.6 Mbps was used, the MCAR was 10 connectionsper second with an MCHT of 10 seconds.When the system is started there is no load in the system as a result new connectionscan be admitted into the system. Box 1 shows where measurements of current utilisationare below the threshold value and as a result new connections are admitted by the CACalgorithm. In comparison, Box 2 shows where measurements of the utilisation �gure areabove the threshold value and as a result new connections are rejected by the CAC al-gorithm. Beyond the 60 second mark it can be seen that the number of connections inprogress stabilises as does the current utilisation.Figure 7.3 shows results from the CAC test-kit when an experiment using the BT adap-tive CAC algorithm has been running for a substantial period of time. The stabilisationof the number of connections in progress and the current utilisation �gure are well demon-strated with the system running after a substantial period of time. It is worth recallingFigure 3.1 from Section 3 to appreciate the decision process the CAC algorithm is usingas new connections attempt admission. The CAC checks the current utilisation �gure andif this �gure is less than or equal to the threshold, the new connection is admitted; if thecurrent utilisation is above the threshold, the new connection is rejected.
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7 EVALUATION OF CAC ALGORITHMSO�ered Load 10 4 3MCAR (per second) 10 4 3MCHT (second) 10 10 10To achieve a CLR of 10�3Acceptance Boundary 4.26 5.74 7.46Threshold (Mbps) 42.6 57.4 74.6Table 7.1: Acceptance boundaries supplied by BT for evaluation.7.2 Experiments with theoretical tra�c type TP10S1Experiments were conducted with connections carrying tra�c type TP10S1. This theoret-ical source has a PCR of 10Mbps, SCR of 1Mbps and MBS of 25 cells; more details of thesource characteristics are given in Section 2.2.1. The connections had a holding time distri-bution that was exponential with an MCHT of 10 seconds per connection. The connectionarrival rate also had an exponential distribution, but with varied values of MCAR so as toachieve varied values of o�ered load into the CAC system. Table 7.1 gives the acceptanceboundary values and the threshold values used for the �rst stage of experiments. Theseacceptance boundaries were calculated to give a CLR of 10�3 for a bu�er size of 100 cells.The �rst stage of results was to use the threshold values given in Table 7.1 and comparethe results obtained with the parameters used in the creation of the threshold values. Oneoutcome of these �rst results was that experiments with o�ered loads of 3 and 4 were notcarried on any further. The next stage of experiments with the TP10S1 tra�c type showsthe changes in CLR and mean line utilisation for a variety of period lengths where theperiod length is the time over-which the instantaneous line utilisation, an input to theCAC algorithm, is measured. This section con�rms the theory of Section 3.5, reinforcingthe prediction on upper and lower limits on the length to the measurement period. The�nal experiments with the TP10S1 tra�c type involve establishing the relationship betweenCLR, mean line utilisation and the threshold value used. One result of this �nal experimentset is to establish empirically the optimum threshold value needed to give a CLR of 10�3for a bu�er size of 100 cells.7.2.1 Generated threshold values resultsTable 7.1 gives the acceptance boundary and thus the threshold value required for threeexperiments using the theoretically derived tra�c type TP10S1. In each of these threeexperiments the threshold is designed to deliver a CLR of 10�3 for a bu�er size of 100cells. The new connections have an exponentially distributed connection holding time withan MCHT of 10 seconds per connection. The new connections also have an exponentiallydistributed connection arrival rate; the MCAR is dependent on the o�ered loads. Table 7.1gives the values of o�ered load and MCAR in each of the three cases.Table 7.2 summarises the resulting mean line utilisation, probability of the queue ex-ceeding a length of 100 cells, and the projected CLR value for a bu�er length of 100 cells77



7 EVALUATION OF CAC ALGORITHMSO�ered Acceptance Mean Line P (Q > b) for a CLR for aLoad Boundary Utilisation 100 cell bu�er 100 cell bu�er10 4.26 0.4225 5:21� 10�4 1:23� 10�34 5.74 0.3074 6:29� 10�5 2:05� 10�43 7.46 0.2397 2:52� 10�7 1:05� 10�6Table 7.2: Results obtained using calculated thresholds for given o�ered loads.as a result of this. From these results the BT adaptive CAC algorithm appears pessimisticin its admission policy, allowing fewer connections into the system than could be toleratedfor the desired CLR value. This result predicts that if the BT adaptive CAC algorithm ispessimistic it may be wasting line capacity while achieving a given CLR.The experiments conducted with o�ered loads other than 10 were not taken furtherthan this round. This decision was taken on the basis that the mean line utilisation couldnot be raised substantially and the CLR derived from this experiment would not be raisedsubstantially either. The reason for this becomes clearer in Table 7.3.Table 7.3 shows that the CAC decision rejected no new connections in the case wherethe o�ered load was three, for an o�ered load of four only one new connection was rejected,while for an o�ered load of ten the CAC algorithm rejected 47% of new connection attempts.The only way to get more statistical signi�cance in the number of connections rejected forthe lower values of o�ered load would be to increase the time over which the experiment isrun. As for the case of an o�ered load of 3 the experiment run time was already in excessof 4 hours and an increase would have to be potentially two (or more) orders of magnitudeto create any signi�cant loss, such an approach was not seen as satisfactory. As a directresult, experiments from this point on used an o�ered load of 10 only.7.2.2 E�ects of varied measurement periodsThe period over which the instantaneous measurement of line utilisation is made is a baseparameter for the BT adaptive CAC algorithm. Section 3.5 discusses how the periodover which the instantaneous measure of line utilisation is made must be in the rangeb�Ct < tm < H Where tm is the time over which the measurement is to be made, b is thesize of the bu�er, Ct is the transmission time of a single cell and H is the MCHT. For theexperiments of this section tm, the time over which the measurement is made, needs to bein the range 440�s < tm < 10s.The purpose of this section was to take results of the system for a range of valuesof tm. Results were taken for values of tm inside the range established by theory andalso results were taken outside this range. The acceptance boundary was a constant 4.26throughout this set of experiments; this results in a constant threshold of 42.6 Mbps beingused throughout. The tra�c type carried by the connections was the TP10S1 tra�c sourceof Section 2.2.1. New connections had an exponential distribution of arrival times with anMCAR of 10 connections per second and an exponential distribution of connection holding78



7 EVALUATION OF CAC ALGORITHMSO�ered load 3 4 10MCAR (s�1) 3 4 10MCHT (s) 10 10 10Acceptance boundary 7.46 5.74 4.26Threshold values (Mbps) 74.6 57.4 42.6Running time (s) 1535.98 1181.56 866.48Total cell count 103278532 102275295 102769787Total connection attempts 4613 4717 8617Accepted connection count 4613 4716 4570Rejected connection count 0 1 4047Connection accept ratio 1.00 1.00 0.53Mean connections in progress 30.22 39.80 52.96Mean line utilisation 0.2397 0.3074 0.4225P (Q > b) for 100 2:52� 10�7 6:29� 10�5 5:21� 10�4cell bu�erCLR for a 100 1:05� 10�6 2:05� 10�4 1:23� 10�3cell bu�erTable 7.3: Detailed results of pre-calculated thresholds for given connection loads.times with an MCHT of 10 seconds per connection. Results show the range of values oftm versus the link CLR, the mean line utilisation and the mean number of connections inprogress.Figure 7.4 shows the resulting CLR versus the values of tm: the time period over whichthe instantaneous utilisation measurement is made. In this �gure each point representsone experimental result; several experiments were run for each value of the measurementperiod. From this graph it is clear that as the period over which the instantaneous mea-surement is taken approaches 10 seconds the MCHT of the incoming connection requests,the CLR value deteriorates. Such a result can be predicted by the knowledge that as themeasurement period is increased sharp, short-term transients in the line utilisation willnot be re
ected in the line utilisation measurement. Because sharp, short-term transientsin the line utilisation will not be re
ected in the line utilisation measurement, connectionswill be more likely admitted when the tra�c of those connections cannot be supportedat the desired CLR rate. As the measurement period approaches 440�s, the bu�er lengthmultiplied by the transmission time of a single cell, the lower value of the range for tm,the CLR is holding steady or starting to give lower CLR values. Lower values of CLR arepredicted because the measurements will not account for the e�ective length of the bu�eritself. Results graphed in Figure 7.4 do not indicate clearly the trend as the value of tmgoes past the lower bound, although lower values of CLR are suggested.The results graphed in Figure 7.5 show a trend that resembles Figure 7.4. As theperiod over which the instantaneous utilisation measurement is made is increased themean number of connections in progress also increases. When this measurement period is79
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Figure 7.4: CLR versus period of instantaneous utilisation measurement.decreased, a reduced mean number of connections in progress is suggested. Such a trendcorrelates well with the understood behaviour of the threshold-based CAC algorithm: asthe measurement period is reduced the algorithm will respond more quickly to changesin the level of line utilisation thus the algorithm will maintain the CLR rate in exchangefor fewer connections in progress. Larger values of the measurement period will result ina CAC algorithm that is less responsive to shifts in the line utilisation level. The resultof this will be that new connections will more often be allowed into the system, whenthe level was possibly too high, giving higher CLR rates and higher values for the meanconnections in progress. Compared with the mean connections in progress: Figure 7.5 andthe CLR: Figure 7.4, the mean line utilisation versus the measurement period, Figure 7.6shows results that are not as intuitive.Figure 7.6 shows the resulting mean line utilisation from a range of values of the time pe-riod over which the instantaneous utilisation measurement is made. This �gure shows thatas the utilisation measurement period approaches the MCHT of the incoming connectionrequests, the amount of line activity in the system drops. This result is counter-intuitive,a decreasing mean line utilisation would be thought to give a decreasing CLR for the line.This graph shows that as the measurement period is increased, the mean line utilisationdecreases; in comparison, as the measurement period is increased the CLR for the line alsoincreases. The reasons for this may be explained by Figure 7.7.Figure 7.7 shows the relative frequency distribution of the connections in progress;distributions for severalvalues of the period of instantaneous utilisation measurement are shown. The medium80
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Figure 7.5: Mean connections in progress versus period of instantaneous utilisation measure-ment.
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7 EVALUATION OF CAC ALGORITHMSlest-square curve �tting method to give an empirically derived relationships between CLR,mean line utilisation and threshold value. Using this empirical derivation, the value ofthreshold required to achieve a given target CLR can be calculated directly and this valuecompared with the entries of Table 7.1.Figure 7.8 graphs the results of experiments using the TP10S1 tra�c type for con-nections with an MCHT of 10 seconds per connection and MCAR of 10 connections persecond. The desired CLR is 10�3 for a bu�er size of 100 cells; the predicted value for thisCLR is shown on the graph in Figure 7.8. Predicted threshold value, 41.19 Mbps, is derivedfrom the equation of the �tted curve. The equation of this curve is given in Table 7.4.As an indication of the accuracy of the �t, the squared correlation is listed alongside theequation of the curve. The �tted curve shows a linear relationship between the thresholdand the log of the CLR.The CLR results of experiments are graphed versus the mean line utilisation results inFigure 7.9. For the threshold-based CAC algorithm a direct relationship can be formedbetween the mean line utilisation and the CLR; experiments with higher CLR �guresalso having higher line utilisation. Figure 7.9 also shows a curve �tted to the results ofthe experiments graphed in this �gure. The equation of the curve is given in Table 7.4,alongside a value of mean line utilisation that was comparable to a CLR of 10�3 for abu�er size of 100 cells. The �tted curve shows a linear relationship between the mean lineutilisation and the log of the CLR.The �nal �gure of this section, Figure 7.10, shows the threshold values used in eachexperiment plotted against the resulting mean line utilisation. The results indicate a linearrelationship between the threshold value and the mean line utilisation. Figure 7.10 alsoshows a curve �tted to the results, the equation of this curve is given in Table 7.4. Thethreshold values used in Figure 7.10, Figure 7.8 and in Table 7.4 are the actual value inMbps that the threshold-based CAC algorithm will use. The value predicted by theoryis the acceptance boundary and as mentioned in Section 3.4, the acceptance boundary isrelated to the actual threshold used by a value called \link capacity", or simply capacity.The capacity depends on the current mix of tra�c types, as a result this value varies fordi�erent types of tra�c but is constant for situations where the mixture of tra�c typesremains unchanged. The capacity is calculated by dividing the link rate (100Mbps) bythe PCR of the tra�c type (10Mbps); the capacity is 10. This simple relationship makeseasy the task of converting the �tted lines of Table 7.4 into the relationships of Table 7.5.Table 7.5 does not give a relationship between CLR and mean line utilisation as this isuna�ected by the conversion from threshold value to acceptance boundary.
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7 EVALUATION OF CAC ALGORITHMSBest �t equation Squared Solution forcorrelation a 10�3 CLRThreshold in threshold = 72:2749+ 0.988 41.26terms of CLR 4:49051� log(CLR)Mean Line Utilisation mlu = 0:6698+ 0.988 0.410in terms of CLR 0:03764� log(CLR)Mean Line Utilisation mlu = 0:0645+ 0.998 -versus Threshold 0:00837� thresholdTable 7.4: For TP10S1, equations of the lines of best �t in each of the three relations.Solutions for a CLR of 10�3 are listed where applicable.Best �t equation Squared Solution forcorrelation a 10�3 CLRAcceptance Boundary boundary = 7:22749+ 0.988 4.126in terms of CLR 0:449051� log(CLR)Mean Line Utilisation mlu = 0:0645+ 0.998 -versus acceptance boundary 0:0837� boundaryTable 7.5: Acceptance boundary relationships derived from Table 7.4. A solution for a CLRof 10�3 is listed for the CLR versus acceptance boundary relationship.
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Figure 7.9: CLR versus mean line utilisation for TP10S1 experiments.
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7 EVALUATION OF CAC ALGORITHMS7.3 Experiments with video tra�c type VP10S1This section, like Section 7.2.3, establishes the relationships between the three variablesCLR, the threshold value (and thus acceptance boundary) and mean line utilisation usingempirical methods. The results of a series of experiments are graphed and a curve is �ttedto the results; thus relationships can be derived for CLR versus threshold, CLR versusmean line utilisation and mean line utilisation versus threshold. The tra�c source VP10S1(detailed in Section 2.3.1) forms an interesting comparison with TP10S1; both tra�c typeshave the same PCR, SCR and MBS however the structure at the burst level is di�erentbetween these two sources. In particular VP10S1, being based upon a video stream, has aperiodic burst structure not present in TP10S1.The e�ective load of experiments made using the VP10S1 is the same as experimentsmade using the TP10S1 tra�c type of Section 7.2.3. Both tra�c sources have a PCR of10Mbps and an SCR of 1Mbps (giving an activity of 0.1); and both sets of experimentsused an MCAR of 10 connections per second and an MCHT of 10 seconds per connection.This results in an o�ered load of 10 for both the experiments of Section 7.2.3 and thissection.Figure 7.11 graphs the resulting CLR values for experiments conducted with particularthreshold values. This �gure also shows a curve �tted to the CLR and threshold results.The equation of this curve is given in Table 7.6; alongside the equation the value of the �ts'squared correlation is also given. There is a signi�cantly greater spread in the results ofCLR for the VP10S1 tra�c type as compared with the results of CLR for the TP10S1 tra�ctype; the squared correlation is 0.900 for VP10S1 tra�c as compared with 0.988 for theTP10S1 tra�c. The reasons for such a spread of results is not preciously known howeverthe periodic burst structure of VP10S1 seems likely to have played a signi�cant role. TheVP10S1 results have a similar spread of results for CLR versus mean line utilisation.Figure 7.12 graphs the results of CLR versus mean line utilisation and the illustratedcurve is �tted to these results. The equation for the �tted curve is shown in Table 7.6. Thespread in this �gure is greater than the spread of the CLR versus mean line utilisation forTP10S1; the squared correlation for the VP10S1 tra�c is 0.902 compared with 0.988 forthe TP10S1 tra�c experiments. Once again the wide distribution of results could be dueto the periodic characteristics of the VP10S1 tra�c.The periodic nature of a tra�c source may cause correlation e�ects between multiplexedstreams of the same tra�c type when numerous connections are in progress. When periodictra�c streams become synchronised, if the cell bursts overlap the CLR may potentiallybe higher while if the bursts do not overlap, the throughput will be as high but witha potentially lower CLR. Such potential correlation of streams could result in the widevariation in results for CLR versus threshold and CLR versus mean line utilisation. Suchwide variation in results is not present when the the mean line utilisation is graphed againstthe threshold.Figure 7.13 graphs the resulting mean line utilisation versus threshold for VP10S1tra�c. These results like those for the TP10S1 tra�c (shown in Figure 7.10) give a straightline. The �tted curve is a straight line, the equation is shown in Table 7.6. As compared86



7 EVALUATION OF CAC ALGORITHMSBest �t equation Squared Solution forcorrelation a 10�3 CLRCLR versus threshold = 75:7014+ 0.900 51.47Threshold 3:50838� log(CLR)CLR versus Mean mlu = 0:720168+ 0.902 0.502Line Utilisation 0:0316339� log(CLR)Mean Line Utilisation mlu = 0:0367509+ 0.999 -versus Threshold 0:00903156� thresholdTable 7.6: Equations of the lines of best �t for the VP10S1 tra�c type. Solutions for a CLRof 10�3 are listed where applicable. Best �t equation Squared Solution forcorrelation a 10�3 CLRAcceptance Boundary in boundary = 7:57014+ 0.900 5.147terms of CLR 0:350838� log(CLR)Mean Line Utilisation mlu = 0:0367509+ 0.999 -versus acceptance boundary 0:0903156� boundaryTable 7.7: Acceptance boundary relationships derived from Table 7.6. A solution for a CLRof 10�3 is listed for the CLR versus acceptance boundary relationship.with the much smaller values for the squared correlation for the relationships involvingCLR, the relationship between mean line utilisation and the threshold value is 0.999. Thisvalue was 0.998 for TP10S1 tra�c and such high correlations show the tight relationshipthat exists between mean line utilisation and the selection of the threshold value.As was done in Section 7.2.3, the relationship between mean line utilisation and thethreshold value and the relationship between CLR and the threshold value can be expressedusing the acceptance boundary instead of the threshold value. By doing this, the expres-sions become independent of the PCR of the tra�c type. This simple relationship makeseasy the task of converting the �tted lines of Table 7.6 into the relationships of Table 7.7.Table 7.7 does not give a relationship between CLR and mean line utilisation as this isuna�ected by the conversion from threshold value to acceptance boundary.The �tted lines of Table 7.7 and Table 7.5 are comparable; these �tted lines representthe acceptance boundary relationships for two di�erent tra�c types that have identicalATM Forum TM 4.0 descriptors. The PCR, SCR and MBS of the two tra�c types are thesame, yet due to di�erences in the structure of the two sources the resulting acceptanceboundaries are di�erent.
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Figure 7.11: CLR versus threshold for VP10S1 experiments.
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Figure 7.13: Mean line utilisation versus threshold value for VP10S1 experiments.
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7 EVALUATION OF CAC ALGORITHMS7.4 Experiments with video tra�c type VP5S2Following the experiments of Section 7.3 where a video stream was used to create a tra�cstream with a PCR of 10Mbps, SCR of 1Mbps and MBS of 25 cells; this section uses atra�c type with a di�erent set of parameters: a PCR of 5Mbps, SCR of 2Mbps and MBS of50 cells per burst. Using a di�erent tra�c type enables the threshold-based CAC algorithmto be appraised for an unknown tra�c type that is signi�cantly di�erent to tra�c types'TP10S1 and VP10S1. The conversion of a stream of video frames into the tra�c sourceVP5S2 is covered in detail in Section 2.3.2. Using the method of the previous section,Section 7.3, the relationships between mean line utilisation, CLR and the threshold valueused are established empirically by �tting estimation curves to the results of experiments.We agreed with our collaborators at BTL that the MCHT for connections carryingtra�c type VP5S2 was reduced by half; by doing this each connection transmitted thesame mean number of cells into the ATM switch as those connections carrying VP10S1 orTP10S1 but with an MCHT twice as long. The overall parameters for experiments with theVP5S2 tra�c type were an MCAR of 10 connections per second, MCHT of 5 seconds perconnection. This combined with a PCR of 5Mbps and an SCR of 2Mbps (giving an activityof 0.4) means that the o�ered load from these connections was 20. Such an increased valueof o�ered load is expected to make signi�cant di�erences to the relationships this sectionsets out to establish as compared with Section 7.3.Figure 7.14 graphs the results for CLR versus the threshold value. This �gure alsographs a curve �tted to these results; the equation of this curve is given in Table 7.8. Thespread of points of Figure 7.14 have given a moderate �t with a squared correlation of0.890. Like the results of Section 7.3 such variation in the results themselves could beresulting from the tra�c being carried. The VP5S2 tra�c type is based on a video streamgiving tra�c with a periodic structure. This has meant there could be correlation betweenmultiplexed streams of this tra�c. It needs to be emphasised this situation will exist in anyreal-world system carrying multiple video tra�c streams encoded in the fashion describedin Section 2.3. Using the �tted curve we are able to make a prediction of the thresholdthat could be used to give a CLR of 10�3 for a bu�er of 100 cells. The predicted thresholdvalue is 60.57 Mbps. By applying the same empirical technique to the mean line utilisationand CLR results we can obtain a prediction of the mean line utilisation for a CLR of 10�3for a bu�er of 100 cells.The mean line utilisation and CLR results are graphed together in Figure 7.15. Thisgraph also shows a curve �tted to the mean line utilisation versus CLR results; the equationfor this curve is given in Table 7.8. In a manner similar to the relationship of CLR andthreshold (Figure 7.14), and similar to the results for a di�erent video based tra�c source(Figure 7.12), the CLR values vary but still support a relationship between the mean lineutilisation and CLR. The variation in CLR results may be due to the periodic nature ofthe tra�c sources. The squared correlation for the �t of the curve to the CLR versus meanline utilisation results is 0.874. Using this curve we can obtain an estimation of the meanline utilisation for a CLR of 10�3 for a bu�er of 100 cells. This estimation is a mean lineutilisation of 0.578. 90



7 EVALUATION OF CAC ALGORITHMSBest �t equation Squared Solution forcorrelation a 10�3 CLRCLR versus threshold = 73:5662+ 0.890 60.57Threshold 1:88118� log(CLR)CLR versus Mean mlu = 0:685574+ 0.874 0.577Line Utilisation 0:0156647� log(CLR)Mean Line Utilisation mlu = 0:0555631+ 0.999 -versus Threshold 0:00861865� thresholdTable 7.8: Equations of the lines of best �t for the VP5S2 tra�c type. Solutions for a CLRof 10�3 are listed where applicable.The �nal relationship for the VP5S2 tra�c type is mean line utilisation versus threshold;the results are graphed in Figure 7.16. This �gure also shows a curve �tted to the results;this curves' equation is in Table 7.8. In comparison to the high `spread' of results of theprevious two �gures, the results of this �gure have a tight linear relationship; this curvehas a squared correlation of 0.999.The relationship between mean line utilisation and the threshold value and the re-lationship between CLR and the threshold value can be expressed using the acceptanceboundary instead of the threshold value (as was done in Section 7.2.3 and Section 7.3).By expressing the relationship in terms of the acceptance boundary, the relations becomeindependent of the PCR of the tra�c type. The simple relationship between the thresholdvalue and the acceptance value means it is a trivial conversion of the �tted lines of Ta-ble 7.8 into the relationships of Table 7.9. Table 7.9 does not give a relationship betweenCLR and mean line utilisation as it is una�ected by the conversion from threshold valueto acceptance boundary. Comparing with the relationships of Table 7.7 which was createdusing an o�ered load of 10, Table 7.9 was created for tra�c conditions that created ano�ered load of 20. The result is a three-way relationship between acceptance boundary,o�ered load and CLR { for two values the third is able to be estimated. In the other case{ the mean line utilisation, the acceptance boundary and the o�ered load share a simi-lar relationship. Building up information about the surface and improving the estimationpotential of this three way relationship is the task of the next Section. Section 7.5 usesthe same empirical methods as those here to establish the CLR, mean line utilisation andacceptance boundary relationship for a wide range of o�ered loads.
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7 EVALUATION OF CAC ALGORITHMS
Best �t equation Squared Solution forcorrelation a 10�3 CLRAcceptance Boundary in boundary = 3:6783+ 0.890 3.029terms of CLR 0:09406� log(CLR)Mean Line Utilisation mlu = 0:0367509+ 0.999 -versus acceptance boundary 0:172373� boundaryTable 7.9: Acceptance boundary relationships derived from Table 7.8. A solution for a CLRof 10�3 is listed for the CLR versus acceptance boundary relationship.
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Figure 7.15: CLR versus mean line utilisation for VP5S2 experiments.
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7 EVALUATION OF CAC ALGORITHMS7.5 Experiments with a mix of tra�c typesThe objective of this section is to establish the relationship between CLR, mean line util-isation and threshold value (and hence acceptance threshold) when the CAC algorithmis placed under a range of o�ered load conditions. A range of o�ered loads were createdusing a mix of input tra�c types. The tra�c mix consisted of connections carrying a mixof VP5S2 and VP10S1 tra�c types. The process used to create tra�c sources VP5S2 andVP10S1 is described in detail in Section 2.3. Table 7.10 gives the nine mixes of inputs intothe experiments of this section.Using the techniques of multiple experiments and curve �tting that were used in previ-ously (such as Section 7.4), experiments to establish the relationship between CLR, meanline utilisation and threshold value, (and thus acceptance boundary) were conducted foreach of the o�ered loads of Table 7.10. These results, combined with the results of Sec-tion 7.4 for an o�ered load of 20 and Section 7.3 for an o�ered load of 10, give a range ofresults su�cient to enable the acceptance boundary surface to be predicted empirically.As discussed in Section 3.4, the acceptance boundary is related to the threshold via athe line capacity, such a relationship means the acceptance boundary can be given in termsthat are independent of both the line rate of the network that will use the threshold-basedCAC algorithm and the PCR of the connections to be admitted into the system. Theline capacity is the number of connections running at PCR that could be accepted into abu�er-less network system of a particular line rate. The line capacity, or more simply thecapacity, is based on the line rate, 100Mbps for these experiments, divided by the PCRof the incoming connections. For an experiments where connections are carrying VP10S1,the capacity is 100Mbps � 10Mbps or 10; If the connections were carrying VP5S2, witha PCR of 5Mbps, the capacity is 100Mbps � 5Mbps or 20. This situation grows morecomplex when the incoming connections are carrying a mix of tra�c. The capacity is stillcalculated by dividing the line rate by the PCR, however for a mix of tra�c the PCRvalue used is the mean PCR of the mix of tra�c. If the mix of tra�c means that halfthe connections have a PCR of 10Mbps and half with a PCR of 5Mbps, the mean PCRis 7.5Mbps and the resulting capacity is 100Mbps � 7.5Mbps or approximately 13.333.Table 7.11 gives the capacity for each input tra�c mix; the values of capacity are used toconvert threshold into values of the acceptance boundary.The relationship between CLR and the acceptance boundary is shown in Figure 7.17.This �gure shows the data from all experiments along with the curves �tted to each set ofresults. Improving the clarity, Figure 7.18 does not show each individual experimental re-sult, showing the �tted curves only; the formula of the �tted curves are given in Table 7.12.Figure 7.18 also includes the curve resulting from the experiments of Section 7.3 given inTable 7.7 and of Section 7.4 given in Table 7.7. Each curve represents results for a partic-ular set of experiments conducted using a particular o�ered load. The o�ered load valuesare varied by using a number of di�erent mixes of input tra�c; the mixes used to obtainthe o�ered load are given in Table 7.10. The concept of an acceptance boundary surface isbest shown in Figure 7.19; this graph shows each �tted curve the same as Figure 7.18 butwith an additional axis plotting the o�ered load value. Figure 7.19 also plots the solution94



7 EVALUATION OF CAC ALGORITHMS
Tra�c Details TotalVP10S1 VP5S2 O�eredMCAR MCHT O�ered Load MCAR MCHT O�ered Load load{ { { 10 5 18 201 10 1 9 5 18 192 10 2 8 5 16 183 10 3 7 5 14 174 10 4 6 5 12 165 10 5 5 5 10 156 10 6 4 5 8 147 10 7 3 5 6 138 10 8 2 5 4 129 10 9 1 5 2 1110 10 9 { { { 10Table 7.10: Tra�c details in experiments with mixes of di�erent tra�c types.

Tra�c DetailsVP10S1 VP5S2 Mean CapacityMCAR PCR / PCR MCAR PCR / PCR PCR{ { { 10 5 5.0 5.0 20.0001 10 1 9 5 4.5 5.5 18.182 10 2 9 5 4.0 6.0 18.1823 10 3 9 5 3.5 6.5 16.6674 10 4 9 5 3.0 7.0 14.2865 10 5 9 5 2.5 7.5 13.3336 10 6 9 5 2.0 8.0 12.5007 10 7 9 5 1.5 8.5 11.7658 10 8 9 5 1.0 9.0 11.1119 10 9 9 5 0.5 9.5 10.52610 10 10 { { { 10.0 10.000Table 7.11: Resulting capacity for mixed tra�c inputs.
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7 EVALUATION OF CAC ALGORITHMS
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Figure 7.17: CLR versus the Acceptance Boundary for a range of o�ered loads.to achieve a CLR of 10�3. The solution for a CLR of 10�3 is indicated as the intersection ofthe acceptance boundary and the plane for a CLR of 10�3. The Figure 7.19 surface showsclearly that for constant values of CLR, acceptance boundary values will vary considerablyfor any particular o�ered load. From this graph it becomes clear that values of acceptanceboundary that for an o�ered load of 20 would achieve a given target CLR, would, for ano�ered load of 10, achieve a target CLR several orders of magnitude less. Such a variablerelationship emphasises the importance of establishing correctly the o�ered load and thusthe acceptance boundary.Figure 7.20 graphs the resulting mean line utilisation and CLR values for experimentsconducted with a range of o�ered load values. Curves �tted to each set of o�ered loadresults are also shown on this �gure. Figure 7.21 re-graphs only the �tted curves of Fig-ure 7.20, adding the �tted curves for o�ered loads of 20 and 10 gained from Section 7.3(Table 7.6) and Section 7.4 (Table 7.8). Each curve plotted represents a set of resultsresulting for a particular o�ered load value. Table 7.13 lists the equations of the �ttedcurves shown in Figure 7.21. The values of squared correlation for the equations are givenas an indication of the accuracy of the �t. To better represent the results of Figure 7.21,in Figure 7.22 we add an additional axis to arrive at a CLR surface, values of CLR forcombinations of mean line utilisation and o�ered load. Figure 7.22 also shows the solutionsfor a CLR of 10�3. The solution for a CLR of 10�3 is indicated as the intersection of theCLR surface and the plane for a CLR of 10�3. The surface of Figure 7.22 shows thatthere is a clear `
attening' in the relationship between mean line utilisation and CLR asthe o�ered load tends towards 0. This situation can be justi�ed on the basis that lower96



7EVALUATIONOFCACALGORITHMS

O�ered load Line of best �t to results Squared correlation10 Acceptance Boundary = 7:57014 + 0:350838� log(CLR) 0.899811 Acceptance Boundary = 7:58779 + 0:387266� log(CLR) 0.949612 Acceptance Boundary = 6:98844 + 0:310514� log(CLR) 0.930113 Acceptance Boundary = 6:67066 + 0:291902� log(CLR) 0.970114 Acceptance Boundary = 6:25271 + 0:271453� log(CLR) 0.885115 Acceptance Boundary = 5:6205 + 0:189808� log(CLR) 0.923116 Acceptance Boundary = 5:39094 + 0:199729� log(CLR) 0.904317 Acceptance Boundary = 4:98668 + 0:174363� log(CLR) 0.934718 Acceptance Boundary = 4:55666 + 0:148708� log(CLR) 0.915219 Acceptance Boundary = 4:00169 + 0:102611� log(CLR) 0.893820 Acceptance Boundary = 3:67831 + 0:0940589� log(CLR) 0.8904Table 7.12: Fit lines for the acceptance boundary in terms of CLR.
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CLR for combinations of acceptance boundary and offered load
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7 EVALUATION OF CAC ALGORITHMSO�ered load Line of best �t to results Squared correlation10 mlu = 0:720168 + 0:0316339� log(CLR) 0.901711 mlu = 0:747527 + 0:0353043� log(CLR) 0.950112 mlu = 0:726647 + 0:0295939� log(CLR) 0.930513 mlu = 0:729429 + 0:0290807� log(CLR) 0.972514 mlu = 0:724944 + 0:0284254� log(CLR) 0.880515 mlu = 0:698873 + 0:0213798� log(CLR) 0.927716 mlu = 0:715421 + 0:0239083� log(CLR) 0.885217 mlu = 0:716366 + 0:0228287� log(CLR) 0.926818 mlu = 0:707386 + 0:0208573� log(CLR) 0.907119 mlu = 0:66841 + 0:0137352� log(CLR) 0.741520 mlu = 0:685574 + 0:0156647� log(CLR) 0.8739Table 7.13: Fit lines for the mean line utilisation in terms of CLR.o�ered load values will result in less active tra�c, that is tra�c that is less likely to causesigni�cant CLR as a result of abrupt changes in the tra�c characteristics.The �nal relationship, that of acceptance boundary and mean line utilisation, is revealedin results graphed in Figure 7.23. The �tted curves for experiments with each value ofo�ered load are also shown in this �gure. The equations of the �tted curves are given inTable 7.14. Alongside the �tted curve equations, the squared correlation is also given asan indication of the accuracy of the �tted curve. Figure 7.21 graphs just the �tted curvesgraphed in Figure 7.23 { also shown are the �tted curves for the acceptance boundaryversus mean line utilisation relationship for o�ered loads of 10 and 20. The �tted curvesfor o�ered loads of 10 and 20 were developed in Section 7.3 (Table 7.7) and Section 7.4(Table 7.9) respectively. To more clearly represent the results of Figure 7.24, in Figure 7.25an o�ered load axis is added giving a surface of mean line utilisation for the acceptanceboundary and o�ered load values. Figure 7.25 gives evaluated contours across the surfaceto make the surface shape clearer. While the relationship appears to be near linear, thesurface plot of Figure 7.25 makes clearer the surface curve and shape.
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7 EVALUATION OF CAC ALGORITHMS
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7 EVALUATION OF CAC ALGORITHMS
CLR for combinations of mean line utilisation and offered load
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Figure 7.22: CLR for combinations of the o�ered load and the mean line utilisation.
O�ered load Line of best �t to results Squared correlation10 mlu = 0:0367509+ acceptance boundary �0:0903156 0.999711 mlu = 0:057847+ acceptance boundary �0:0907952 0.992512 mlu = 0:0611546+ acceptance boundary �0:0952021 0.998213 mlu = 0:0681077+ acceptance boundary �0:0989731 0.989414 mlu = 0:0826334+ acceptance boundary �0:102058 0.944915 mlu = 0:0752791+ acceptance boundary �0:110476 0.966816 mlu = 0:0786717+ acceptance boundary �0:117613 0.944917 mlu = 0:0644696+ acceptance boundary �0:130666 0.987618 mlu = 0:0699767+ acceptance boundary �0:139775 0.984319 mlu = 0:0983388+ acceptance boundary �0:144448 0.951920 mlu = 0:0555631+ acceptance boundary �0:172373 0.9986Table 7.14: Fit lines for the mean line utilisation in terms of the acceptance boundary.
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7 EVALUATION OF CAC ALGORITHMS
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7 EVALUATION OF CAC ALGORITHMS

Mean line utilisation for combinations of acceptance boundary and offered load
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7 EVALUATION OF CAC ALGORITHMS7.6 Comparison with other CAC algorithmsThe CAC evaluation environment was designed to allow comparison of experiments usingthe same CAC algorithm under di�erent conditions of connection load and tra�c type.Additionally, the CAC evaluation environment was designed to allow di�erent CAC al-gorithms to be compared under similar conditions of connection and tra�c. This sectiongives a comparison of results made using the BT adaptive algorithm against a ATM Forummandated CAC algorithm and a comparison against a CAC algorithm under developmentat Cambridge. The theory of the BT adaptive algorithm or Key algorithm is described inSection 3 and implementation speci�c details are described in Section 7.1. In comparisonthe ATM Forum CAC algorithm is much simpler. The most signi�cant di�erence betweenalgorithms in this comparison is that the mean results of experiments made using the BTadaptive CAC algorithm are compared with results gained from single runs of experimentsusing alternative CAC algorithms. Multiple runs of the alternative CAC algorithms were,while desirable, unable to be performed in the available time.The Peak Rate Allocation CAC algorithm, mandated by the ATM Forum as the mostbasic CAC algorithm, makes no use of information about the current line utilisation. ThePeak Rate Allocation CAC algorithm is highly pessimistic, using the declared PCR of eachnew connection to calculate a worst-case utilisation; this worst-case allocation is comparedwith the available line capacity and a decision for admission is made on the basis of therebeing enough capacity remaining to allow the new connection admission into the network.If there is not enough remaining capacity in the network, the new connection attempt isrejected. In contrast the Measure CAC algorithm uses some parameter information fromnew connections combined with information obtained by measuring the network utilisation.The Measure CAC algorithm is a simpli�ed implementation of the large-deviation [15,16] mechanism discussed in [13, 12, 14, 4]. The implementation uses a regularly-calculatedvalue for the e�ective bandwidth required by the connections currently in the network inorder to achieve a given CLR for a given bu�er size. This is combined with the declaredPCR of new connections to decide if the network can support the new connection request.A connection request will be admitted into the system if its PCR will �t into the bandwidthremaining along with the PCR values of other new connections that are yet to be taken intoaccount by the regular recalculation of the e�ective bandwidth estimate. The bandwidthremaining is the total line capacity minus the e�ective bandwidth requirement. In this waythe measure algorithm attempts to maintain a particular CLR for the line and adapts asthe connection load and/or tra�c types change.The Measure algorithm is na��ve in that the aggregate tra�c utilisation over the lifespanof the network is used in calculations of e�ective bandwidth. A \correct" implementationof Measure would use the tra�c utilisation over the lifespan of each connection. The resultof this di�erence is that the Measure algorithm records a history of tra�c 
uctuationsover the course of the network links' lifespan. This record includes short-term networktransients, such as those experienced during the start-up period, and will, thus, a�ect thelong-term accuracy of the estimation. One direct consequence of this is that the Measurealgorithm can behave like a peak-rate allocation algorithm if the e�ective bandwidth re-104



7 EVALUATION OF CAC ALGORITHMSquirement remains at a high level for a long-enough period. The algorithm can, undercertain circumstances, be confused by large transients in the input tra�c which are main-tained in the history and the e�ective bandwidth estimate can remain high even after theconnections that caused the transients have long been pulled-down. Notwithstanding this,the Measure algorithm forms a direct comparison with the Key algorithm as an alternativeapproach that also uses measurements of the line.The Key CAC algorithm has limitations on the range of values of the measurementperiod, as discussed in Section 3. In this na��ve implementation of the Measure CACalgorithm, the selection of a parameter over which measurements are summed, the blocklength, is subject to the same limitations on its range of values. The precise behaviourof the Measure algorithm is in some ways dependent on the selection of this blockingparameter. Where available, two di�erent sets of results for two di�erent values of theblock length are given.7.6.1 Theoretical tra�c source TP10S1The experiments of Section 7.2 were duplicated for each of the alternative CAC algorithms.These experiments involved new connections arriving with an MCAR of 10 connections persecond and an MCHT of 10 seconds per connection; the connections are carrying tra�ctype TP10S1, this theoretical tra�c source detailed in Section 2.2.1 has an SCR of 1 Mbps,a PCR of 10Mbps and an MBS of 25 cells. Table 7.15 presents the results obtained for anumber of di�erent CAC algorithms; also this table lists a number of estimates: estimateresults derived from results in this report and estimate results derived from theoreticalmodels.Using the acceptance boundary of 4.26, originally speci�ed by our colleagues at BTLto achieve a CLR of 10�3, we obtain the results listed �rst in Table 7.15. As predicted bythe experiments of Section 7.2, the Key algorithm is slightly optimistic in its admissionstatistics giving a CLR that exceeds the target of 10�3. Following the result for the KeyCAC algorithm is the outcome of an experiment made using the same tra�c and the sameconnection load but with the Peak Rate Allocation CAC algorithm.The results in Table 7.15 for the Peak Rate Allocation algorithm re
ect the pessimisticapproach taken by this algorithm. While the CLR was 0, no cells being lost, the lineutilisation is only 0.08 and the call acceptance/rejection ratio is 0.1. Two sets of resultsfor the Measure CAC algorithm are reported next.The two Measure CAC algorithm results arise from the di�erent behaviour the Measurealgorithm will give if it uses di�erent values for the block length parameter. It can be seenthat the two di�erent values of block length give similar mean line utilisation, connectionacceptance/rejection ratios and �gures for mean connection in progress. However the twodi�erent block lengths have resulted in two signi�cantly di�erent CLR values. The resultsfor this na��ve implementation of Measure have returned signi�cantly better �gures forconnection acceptance/rejection ratios and mean line utilisation �gures yet still managedCLR �gures that indicate the algorithm was overly pessimistic in admission and wastedsome available network resources by achieving a CLR less than the desired target of 10�3.105



7 EVALUATION OF CAC ALGORITHMSThe Measure algorithm performed even better than the results predicted by Section 7.2using a re�ned acceptance boundary value. Using the relationships developed empiricallyin Section 7.2.3 and given in Table 7.4 a value for the acceptance boundary needed toachieve a CLR of 10�3 can be calculated. The mean line utilisation can then be predictedfor this particular acceptance boundary. The acceptance boundary value of 4.12 gives apredicted mean line utilisation of 0.409.Theoretical models can also give estimates for the mean connections in progress a�gure roughly comparable with the connection accept/reject ratio if the experiment has asu�ciently high MCAR. For experiments conducted using the CAC evaluation algorithm,the �gure of the mean connections in progress can be calculated for the course of anexperiments. In the table an estimation for mean connections in progress is given fromseveral theoretical estimators: Gu�erin [21], Elwalid [17] and Bu�et & Du�eld [7]. It isinteresting to note the signi�cant divergence in the results for commonly used theoreticalmodels.7.6.2 Varied values of o�ered loadIn Section 7.5 the relationships between CLR, mean line utilisation and the acceptanceboundary (as used in the Key CAC algorithm) were investigated for a range of valuesof o�ered load. A comparison between the performance of the Key CAC algorithm andother CAC algorithms for a similar range of o�ered loads is presented here. The range ofvalues of o�ered load are created by mixing connections carrying tra�c types VP10S1 andVP5S2 in varying ratios; the relationship between the ratios of incoming connections andthe o�ered load presented to the CAC algorithm is detailed in Table 7.10. A theoreticalcomparison is not available for connections carrying the video tra�c sources VP10S1 andVP5S2, hence no theoretically derived results are presented here.In addition to results gained using the Peak Rate Allocation mechanism, the compar-ison of Table 7.16 gives two sets of results (using di�erent block lengths) for the na��veimplementation of the Measure CAC algorithm. The values for the Key algorithm are esti-mations calculated using the relationships developed in Section 7.5. Several sets of resultsfor the Measure algorithm show poor performance, this is due to the na��vity of the Measureimplementation as discussed at the beginning of Section 7.6. An example of the problemscreated by the na��ve implementation of the Measure CAC algorithm can be seen with theresults for an o�ered load of 12. Using an o�ered load of 12, the Measure algorithm with ablock length of 100ms has a very poor connection acceptance ratio, this seems to be due tothe Measure algorithm disallowing all new connections due to a early line measurementscausing an overly high long-term measurement of the bandwidth requirement of the currentconnections.It is important to note that time did not allow more than one run of each of theMeasure CAC algorithm based experiments and only one of the Peak Rate Allocation CACalgorithm based experiment. In comparison the results for the Key CAC algorithm areestimations and because of this, show the `smoothing' that has resulted from the numerousexperiments run in Section 7.5 to develop the relationships used to calculate the values106



7EVALUATIONOFCACALGORITHMS

CLR for a Connection accept Mean connections Mean lineAlgorithm name 100 cell ratio in progress utilisationbu�erKey (acceptance = 4.26) 1:38� 10�3 0.535 53.0 0.420Peak Rate Allocation 0 0.100 9.89 0.080Measure (block length=10ms) 6:82� 10�4 0.554 53.8 0.522Measure (block length=100ms) 8:83� 10�4 0.568 54.9 0.549Experimentally derived estimateKey (acceptance = 4.12) 1:00� 10�3 0.526 51.96 0.409Theoretical model estimationsGu�erin 1:00� 10�3 { 36.92 {Elwalid 1:00� 10�3 { 42.98 {Bu�ett & Du�eld 1:00� 10�3 { 45.20 {Table 7.15: Comparative set of results for experiments with similar tra�c conditions.
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7 EVALUATION OF CAC ALGORITHMSused here.Table 7.16: Comparison of CAC algorithms for a variety of o�ered loads.O�ered CAC CLR Mean Total VP10S1 VP5S2Load used for a 100 line connection connection connectioncell bu�er utilisation accept ratio accept ratio accept ratioAB is Acceptance Boundary for Key estimate; BL is Block Length for Measure.10 Key AB=5.15 1:00 � 10�3 0.50 0.58 { {Peak Rate 0 0.08 0.20 { {Measure BL=10ms 1:17 � 10�3 0.30 0.21 { {Measure BL=100ms 3:90 � 10�4 0.28 0.25 { {11 Key AB=4.91 1:00 � 10�3 0.50 0.63 0.63 0.63Peak Rate 0 0.11 0.22 0.19 0.46Measure BL=10ms 1:21 � 10�5 0.18 0.17 0.01 0.19Measure BL=100ms 8:44 � 10�6 0.48 0.44 0.01 0.4912 Key AB=4.84 1:00 � 10�3 0.52 0.64 0.64 0.64Peak Rate 0 0.16 0.24 0.19 0.45Measure BL=10ms 2:98 � 10�5 0.23 0.22 0.01 0.27Measure BL=100ms 3:08 � 10�4 0.33 0.01 0.01 0.0113 Key AB=4.65 1:00 � 10�3 0.53 0.66 0.66 0.66Peak Rate 0 0.16 0.26 0.19 0.43Measure BL=10ms 8:58 � 10�6 0.23 0.21 0.13 0.24Measure BL=100ms 6:94 � 10�5 0.55 0.51 0.13 0.6814 Key AB=4.38 1:00 � 10�3 0.53 0.65 0.65 0.65Peak Rate 0 0.19 0.28 0.18 0.44Measure BL=10ms 3:88 � 10�4 0.16 0.15 0.01 0.24Measure BL=100ms 6:51 � 10�5 0.37 0.33 0.08 0.5015 Key AB=4.31 1:00 � 10�3 0.55 0.67 0.67 0.67Peak Rate 0 0.22 0.31 0.18 0.44Measure BL=10ms 9:48 � 10�6 0.15 0.13 0.01 0.26Measure BL=100ms 2:35 � 10�5 0.33 0.30 0.01 0.5916 Key AB=4.01 1:00 � 10�3 0.55 0.66 0.66 0.66Peak Rate 0 0.24 0.32 0.17 0.42Measure BL=10ms 2:11 � 10�6 0.21 0.20 0.14 0.31Measure BL=100ms 3:81 � 10�5 0.54 0.52 0.45 0.6217 Key AB=3.78 1:00 � 10�3 0.56 0.66 0.66 0.66Peak Rate 0 0.27 0.34 0.17 0.42Measure BL=10ms 6:79 � 10�5 0.19 0.18 0.15 0.26Measure BL=100ms 4:11 � 10�5 0.48 0.45 0.41 0.5618 Key AB=3.53 1:00 � 10�3 0.56 0.67 0.67 0.67Peak Rate 0 0.32 0.36 0.17 0.41Measure BL=10ms 4:61 � 10�5 0.18 0.17 0.16 .24Measure BL=100ms 5:66 � 10�5 0.32 0.31 0.30 0.37continued...108



7 EVALUATION OF CAC ALGORITHMSO�ered CAC CLR Mean Total VP10S1 VP5S2Load used for a 100 line connection connection connectioncell bu�er utilisation accept ratio accept ratio accept ratio19 Key AB=3.29 1:00 � 10�3 0.57 0.67 0.67 0.67Peak Rate 0 0.34 0.38 0.16 0.41Measure BL=10ms 1:75 � 10�4 0.23 0.21 0.16 0.65Measure BL=100ms 2:96 � 10�5 0.46 0.44 0.43 0.4820 Key AB=3.03 1:00 � 10�3 0.58 0.75 { {Peak Rate 0 0.36 0.40 { {Measure BL=10ms 1:32 � 10�5 0.16 0.16 { {Measure BL=100ms 9:49 � 10�5 0.08 0.18 { {
To aid comparison, the results from each CAC algorithm experiment and from the Keyestimation are compared graphically in Figures 7.26(a),7.26(b), 7.27. The results of CLRversus o�ered load results are graphed in Figure 7.26(a), this graph shows that the Keyalgorithm was using a CLR of 10�3 as an input, hence a straight line when the CLR iscompared with the o�ered load. The Measure results for CLR show no distinct relationshipbetween CLR and o�ered load, while it is di�cult to make any judgement from a single setof results, it is expected that the CLR would be maintained regardless of the connectionload. The Measure algorithm using a 10ms blocking factor achieved a considerably morestable, albeit lower CLR value than the experiment with a block length of 100ms. ThePeak Rate Allocation CAC algorithm returned a CAC of 0 for each o�ered load, as a resultthe �gures for Peak Rate Allocation are not plotted in this �gure.The Peak Rate Allocation CAC behaviour is dictated solely the relationship betweenthe declared PCR of incoming connections and the overall capacity on the line. In theseexperiments the line capacity was 100Mbps and for an o�ered load of 10 all connectionscarry tra�c with a PCR of 10Mbps therefore ten of these connections will be admitted asa maximum as a direct result the mean line utilisation will be 10 times the SCR of each ofthe admitted connections, thus the mean line utilisation for an o�ered load of 10 is a �gurenear to 10Mbps. For the situation where o�ered load is 20, connections carry tra�c witha PCR of 5Mbps thus 20 connections can be admitted. 20 connections will mean 20 timesthe SCR of this tra�c, (2Mbps) this results in a mean line utilisation approaching 40Mbps.Such a situation is shown clearly in Figure 7.26(b). This �gure also shows a relationshipthat is close to linear between the mean line utilisation and the o�ered load for the PeakRate Allocation CAC algorithm.The results for the Key algorithm also share a relationship that is close to linear betweenthe mean line utilisation and the o�ered load. This situation is expected because previoussections (7.2.3 7.3 7.4) showed a linear relationship could be established between themean line utilisation and the threshold, and thus the acceptance boundary. Referring toTable 7.10, a range of acceptance boundaries (and thus a range of thresholds) were usedto obtain the desired CLR. It is anticipated that Figure 7.26(b) shows a linear relationship109



7 EVALUATION OF CAC ALGORITHMSbetween the o�ered load (and hence the threshold) and the mean line utilisation for theKey CAC algorithm. In comparison the sample Measure results in Figure 7.26(b) show nodistinct relationship between mean line utilisation and o�ered load. Such a situation is notsurprising 'cause the Measure algorithm is attempting to obtain a particular CLR value,the mean line utilisation achieved is only a side-e�ect. The only note on the Measure resultsis the di�erent mean line utilisation �gures for Measure CAC results due to di�erent valuesof the block length; these results indicate the importance of the selection of this parameter.Figure 7.27 contains a graphical representation of the connection accept/reject ratiosfor all connections (Figure 7.27(c)), just the connections carrying VP10S1 tra�c (Fig-ure 7.27(b)) and the connections carrying just the VP5S2 tra�c (Figure 7.27(a)). Theratios for connection speci�c tra�c requests are ratios of successful connections of thattype to the total connection attempts for that type. It is expected that the Key CACalgorithm will show no bias in which connections it admits; a lack of bias should be repre-sented by the same response to o�ered load for each of the three graphs of Figure 7.27. The�gures show an identical response for each of the three ratios (total connection attemptsand connection attempts by type). This situation results from the Key algorithm not usingany information from the declared parameters; the only input into the Key algorithm isthe instantaneous measurement of the line load. It is anticipated the Peak Rate AllocationCAC algorithm is biased towards new connections with the lowest PCR value. The resultsin Figure 7.27 show that a bias exists in all values of o�ered load where there is a com-bination of connections (values of o�ered load from 11 to 19) bias exists for most valuesof the o�ered load. Comparing the results graphed in Figure 7.27(b) and those graphedin Figure 7.27(a) it can be seen that the connections carrying a load of 5Mbps (VP5S2)have twice the chance of being admitted as compared with connections carrying a load of10Mbps (VP10S1). However, while the bias in admissions appears to be explained by thisbehaviour it must be remembered that the mix of connections for various values of o�eredload (Table 7.10) has meant the connections carrying tra�c with a higher PCR have anMCHT of half the period of the MCHT for the tra�c with a lower PCR. With a lowerMCHT, it is conceivable that more admissions of connections carrying VP5S2 tra�c canbe accepted because there is a higher probability a 5Mbps \block" of space being avail-able in the link. The actual behaviour of the Peak Rate Allocation CAC algorithm couldbe determined by using tra�c of two di�erent PCR values being carried by connectionswith the same arrival characteristics, MCAR and MCHT however this was well outside theoriginal scope of the project and its investigation was left to future work.In contrast to the Peak Rate Allocation and Key CAC algorithms, the Measure CACalgorithm produces the most erratic output. The Measure algorithm exhibits behaviourthat is similar to the Peak Rate Allocation mechanism and also similar to the Key al-gorithm. Once the e�ective bandwidth estimation is a signi�cant proportion of the totalline bandwidth available, the Measure algorithm employs a Peak Rate Allocation styleof admission for the remaining bandwidth resource. One immediate e�ect of this is thatthe Measure algorithm using a block length signi�cantly smaller than the MCAR will giveadmissions that are not biased towards new connections with small PCR values. If how-ever the Measure e�ective bandwidth estimation is large enough, a bias away from new110
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7 EVALUATION OF CAC ALGORITHMS
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(c) All connectionsFigure 7.27: Connection Accept/Reject ratios for a range of o�ered load.connections with a particular PCR will be introduced. This situation can become critical,if the e�ective bandwidth estimation becomes large enough no new connections will be ad-mitted by the CAC algorithm regardless of their PCR values. This characteristic is shownin Figure 7.27 for an o�ered load of 12. During this experiment the e�ective bandwidthestimation became so large that it caused all new connections to be refused regardless oftheir PCR. Results for the Measure CAC algorithm form an interesting comparison but itmust be emphasised the Measure CAC algorithm is a na��ve implementation using aggre-gate line bandwidth rather than per connection bandwidth as was originally intended byits creators. One direct impact of using per-connection bandwidth measurements would bethat long term historical anomalies a�ecting the e�ective bandwidth calculations would beeliminated and the overall stability of the e�ective bandwidth calculations and the CACalgorithm would be improved as a result. 112



8 CONCLUSION8 ConclusionInterest in CAC algorithms stems from the need for a network user and a network providerto establish an agreement on the QoS for a connection the user wishes to have admittedinto the network. This study has presented results of experiments culminating in theevaluation of the BT adaptive CAC algorithm and the comparison of that CAC algorithmwith several other CAC algorithms.Section 2 discussed the two sources, one theoretical and one derived from video streamdata, used in this CAC evaluation. Also discussed were the issues involved in the encodingof video for transport over a network.Section 3 followed by detailing the functioning of CAC algorithms based upon threshold-ing techniques as well as how these algorithms adapt to the varying of network conditions.This discussion lead to explicit coverage of aspects of the BT adaptive CAC algorithm.An initial set of experiments to evaluate parameters of the CAC mechanism as wellas parameters of the evaluation experiments were conducted using the environment de-scribed in Section 4. This section also reports on unique aspects of the experimental testenvironment and the procedures used to conduct the experiments.Section 5 documented results created using the test environment of Section 4. Theseresults were principally to enable our BTL collaborators to check e�ective bandwidth calcu-lations and to investigate the relationship between CLR and bu�er over
ow. Additionallythe initial experiments allowed the level of accuracy required for each experiment to beestablished; this established directly the minimum number of cells to give a balance be-tween the run time of experiments and obtaining statistically signi�cant values for CLR. Toachieve an experiment with a satisfactory running time but with a statistically signi�cantnumber of cells, experiments with 1�108 cells transmitted through the run was consider tobe satisfactory. Finally the initial experiments measured the relationship between tra�csource independence and the complementary queue length distribution (ComplementaryCDF). This set of measurements established the need for a new style of tra�c genera-tor. Finally Section 5 justi�ed no further experiments using the theoretical tra�c sourceTP20S5 described in Section 2.2.2.Section 6 described the experimental con�guration used in the evaluation of the BTadaptive threshold based CAC algorithm. In addition to a description of the CAC test-rig,and a discussion of performance aspects of the test-rig, Section 6 evaluates the performance,repeatability and adaptability of the completed test-rig.Section 7 concluded this report with a coverage of the results gained using the BTadaptive CAC algorithm. The thresholding values created by our BTL collaborators fora tra�c system with theoretical tra�c sources were shown to be pessimistic when putinto practical application. Section 7 established empirically the relationship between CLR,thresholding value and the mean line utilisation. From these relationships it was possi-ble to predict a threshold value that would achieve the desired CLR values. Section 7then continued reporting on results to empirically establish the relationship between CLR,thresholding value and the mean line utilisation for two video-derived tra�c sources as acomparison with the relationships estimated for the theoretical tra�c source. This section113



8 CONCLUSIONreports on results obtained using a range of values of o�ered load, obtained by using a blendof the two video-derived tra�c sources; this enabled empirical establishment of the a�ecton the relationships between CLR, thresholding value and the mean line utilisation thatresult from varied values of o�ered load. Section 7 �nished with a series of comparisonsbetween the BT adaptive CAC algorithm and two other CAC algorithms under similarconditions. While this comparison was less conclusive in its results, it was able to showimportant characteristics of the BT adaptive CAC algorithm, particularly as comparedwith the characteristics of other CAC algorithms.Future WorkThe scope for future work is very broad, and there are a number of areas of potentialdevelopment.One would be to extend the Key CAC mechanism to a more-adaptive system that cantake into account the mix of tra�c types. There are a number of algorithms discussedin [19] that would enable the threshold mechanism to have the more-adaptive capabilitythat it was originally intended to possess. Such a direction would require the measurementrig be able to determine the line utilisation resulting from a particular type of tra�c. Thatis a logical extension to the current environment and would give a worthy insight into thefully adaptive algorithm. A modi�cation to the Key CAC algorithm suggested by Bean [3]would be another logical direction to take. The extension Bean suggests is to use a morerigid connection rejection policy giving the Key CAC algorithm some historical informationupon which it can base decisions.It is a current intention to use the CAC test-environment to evaluate and compare arange of other CAC algorithms from the literature (as mentioned in Section 6.3.3) as wellas comprehensively test the performance of the Measure algorithm [13, 12, 14, 4]. FinallySection 7.6 mentions further work in evaluating the behaviour of better established CACalgorithms such as Peak Rate Allocation would make an interesting study.ThanksThe work of this report has been possible only with the much-appreciated input of severalcolleagues at both the British Telecom, Martlesham Heath Laboratories and the Universityof Cambridge, Computer Laboratory. Much gratitude is extended to Gary Walley for hisguidance and input on this project throughout its execution. Many thanks to Peter Keywho has provided an invaluable source of information on the algorithm and the environmentin which it should be tested.A debt is owed to developers of the Nemesis operating system, and Austin Donnellyin particular, for making possible the construction of robust and highly adaptable tra�cgenerators. Thank you to Robin Fairbairns for looking over drafts of this report and histypesetting assistance.Finally, thanks to Ian Leslie, Tim Granger and Neil Stratford for their valuable inputover the course of this project. 114



9 GLOSSARY9 GlossaryCAC Connection Admission ControlCBR Constant Bit RateCDF Queue length distributionCLR Cell Loss RatioComplementary CDF Complementary queue length distributionICT Inter-Cell TimeKey CAC algorithm BT Adaptive CAC algorithm detailed in [19, 23, 30].Load/O�ered Load a method of normalising combinations of MCAR, MCHT, PCR andSCR of incoming connections detailed in Section 3.2.MBS Mean Burst SizeMCAR Mean Connection Arrival Rate, the rate of arriving connection attempts.MCHT Mean Connection Holding Timenrt-VBR non-real-time Variable Bit RatePCR Peak Cell RateQoS Quality of Servicert-VBR real-time Variable Bit RateRPC Remote Procedure CallSCR Sustained Cell RateWorking Set the size of the ICT list used in a physical tra�c controller - limited by thephysical size of memory of a tra�c generator.
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