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Abstract

Poetry is rarely a focus of linguistic investigation. Théfar from surprising,
as poetic language, especially in modern and contempoitaratlre, seems to
defy the general rules of syntax and semantics. This papenss, however, that
linguistic theories should ideally be able to account faative uses of language,
down to their most difficult incarnations. It proposes thathe semantic level,
what distinguishes poetry from other uses of language maiskability to trace
conceptual patterns which do not belong to everyday diseohut are latent in
our shared language structure. Distributional semantiwgiges a theoretical and
experimental basis for this exploration. First, the notba specific ‘semantics of
poetry’ is discussed, with some help from literary critmiand philosophy. Then,
distributionalism is introduced as a theory supportingrtbgon that the meaning
of poetry comes from the meaning of ordinary language. Irste®nd part of the
paper, experimental results are provided showing thatstilditional representa-
tions can model the link between ordinary and poetic langubya distributional
model can experimentally distinguish between poetic andamised textual out-
put, regardless of the complexity of the poetry involvedthgre is a stable, but
not immediately transparent, layer of meaning in poetryiclvitan be captured

distributionally, across different levels of poetic comty.



1 Introduction

Poetry is not a genre commonly discussed in the linguisiiesature. This is not
entirely surprising, as poetical language — especiallytsncontemporary form — is
expected to defy the accepted rules of ordinary languagéhasdis not a particularly
good example of the efficient medium we use to communicatearnyeay life.

Still, it would seem misguided to argue that poetry does mddyg to the subject
of linguistics. It is, after all, made of @ertain typeof language which, at least at some
level, relates to ordinary language (it is for instance raaéthough not impossible — to
read the wordreein a poem and find that it has nothing to do with the conceptés) w
normally refer to asree).

If we accept that poetical language is not completely disded from our everyday
utterances, then an ideal linguistic theory should be abéxplain how the former can
be interpreted in terms of the latter. That is, it should reweodel of how poetry uses
and upsets our linguistic expectations to produce textshytowever difficult, can be
recognised as human anthke sense

In this paper, | assume that poetry is a form of language wtaehbe linguistically
analysed along the usual dimensions of prosody, syntaxarsées, etc. Focusing on
semantics, | investigate whether a particular thedigtributional semantics (DS),
is fit to model meaning in modern and contemporary poetry. &plicitely based
on ordinary language use: the theory assumes that meangigeis by usage, in a
Wittgensteinian tradition. So by building a computationaddel of word meaning
over an ordinary language corpus and applying it to poeti iigs possible to explore
in which ways, if any, poetry builds on everyday discourse.

The paper is structured in two parts, one theoretical, operxental. Starting
off with questions surrounding the nature of meaning ingstay language and poetry,
| introduce standard semantic theories and some of thdrigal relationships with

particular approaches to poetics. Focusing on distribafist theories, | then present



modern computational work in distributional semantics gsoagh) implementation
of the Wittgensteinian account of meaning, and relate thoskvio experiments in
computer-aided poetry dating back to the 1970s. In thisgs®cl argue — with the
support of some work in philosophy and literary criticismhattthe semantics of po-
etry does derive from everyday language semantics, anddngputational models of
ordinary language should let us uncover aspects of poatieahing.

In the experimental part of the paper, | report on an impleatén of a distribu-
tional system to compute so-called ‘topic coherence’,i)ya measure of how strongly
words of a text are associated. | show that in terms of colcergoetry can be quan-
titatively distinguished from both factual and random sexMore interestingly, the
perceived level of difficulty of a text, according to humamatators, imot correlated
with its overall coherence. That is, complex poetry, whealgsed with distributional
techniques, is shown to be just as coherent as more conmaltfionetaphorical texts.
| interpret this result as evidence that poetry uses agtmesawhich are latent, but

usually not explicit, in ordinary language.

2 Themeaning of poetry

2.1 Ordinary language and poetry

One of the most influential theories of meaning in philosophy linguistics is the
theory of reference, as formalised in set-theoretic seicanthe core proposal of set
theory is that words denote (refer to) things in the worlde(fe, 1892; Tarski, 1944;
Montague, 1973). So the woht, for instance, has a so-called ‘extension’ which is
the set of all cats in some world. Set theory is closely relatetruth theory in that

it is possible to compute the truth or falsity of a statementaf particular world just
by looking at the extension of that statement in that worlor iRstance, the sentence

All unicorns are blacks true if and only if, in our reference world, the set of unit®



is included in the set of black things. The basic notion oagton is complemented
by the concept of ‘intension’ which, under the standard aotois a mapping from
possible worlds to extensions, i.e. a function which, gigemord, returns the things
denoted by that word in a particular world. Intension allavgsto make sense of the
fact thatEvening Starand Morning Starhave different connotations, although they
denote the same object in the world: they simply have diffeirgensions.

The question of whether poetry has meaning, and if so, wimat & meaning, has
long been debated. An enlightening example of the issuesisuiling the discussion
can be found in a 1940 exchange between the philosophep Rhlieelwright and
the poet Josephine Miles in thé&nyon ReviewWheelwright, 1940; Miles, 1940).
Wheelwright wrote an article entitle®n the Semantics of Poetwyhere he clearly
distinguished the language of poetry from the languageiehse. According to him,
meaning in scientific language was to be identified with cpthua meaning, itself
guided by the principles of formal logic and propositiorraith. Poetry, on the other
hand, was endowed with what he called ‘metalogical’ meanirgg is, with a semantics
not driven by logic. The core of his argument was that signpaetical language
(‘plurisigns’) were highly ambiguous while words in scien¢monosigns’) must have
the same meaning in all their occurrences. Miles replieligdrticle with a short letter
entitledMore Semantics of Poetiyhere she argued that ambiguity could be found in
all language; that it was misguided to take scientific lamgguas mostly denotational
and poetry as mostly connotational; that some stability @ining was vital for poetry:
“Poetry, as formalizing of thoughts and consolidating olues, works firmly in the
material of the common language of the time, limited by itq@enventions” (Miles,
1940).

It would be hard to blame Wheelwright for rejecting the tebiat poetry is de-
notational. Expressions such rmisic is the exquisite knocking of the blg@tooke,

1911b),Your huge mortgage of hoggelughes, 1999), askeleton bells of tregSlater,



2008) do not have a natural interpretation in set-theoseticantics. Still, it also seems
difficult to argue that poetical meaning is not related toimmady language. Without
competence in the latter, it is hard to interpret the semal(ti there is any) of a poem.
A position which stays clear from the poetical/ordinarygaage distinction is that
of Gerald Bruns (2005) who argues that “poetry is made ofdagg but is not a use of

it”. Bruns clarifies this statement by adding that:

Poetry is made of words but not of what we use words to produesin-
ings, concepts, propositions, descriptions, narratieegressions of feel-
ing, and so on. The poetry | have in mind does not exclude tfoeses
of usage — indeed, a poem may “exhibit” different kinds of nieg in
self-conscious and even theatrical ways — but what the pegi not to

be defined by these things. (p7)

In other words, poetry uses the basic building blocks of madi language, but
with an aim radically different from the one they are normalssociated with. | will
call Bruns’s position the ‘pragmatic’ view of poetry, whdamguage is at the core of
the investigation, but is deeply dependent on (and playiitig)wontext, intention and
meta-linguistic factors.

Pushing the focus of poetry into pragmatics has the advarkeg Bruns’s account
can cover all forms of poetry, including the less ‘linguistbnes (sound poetry in
particular), but at first sight, it seems to also lessen the o6 semantics — meaning
being one of those aspects of language use which poetry isoncerned with. This
move, however, is not so clearly intended. In fact, there iataral bridge between

semantics and pragmatics in a theory of meaning which Brassally alludes to:

Basically my approach is to apply to poetry the principld iVitgenstein
applied to things like games, numbers, meanings of wordsgesaan phi-
losophy itself. The principle is that the extension of ang@ept cannot be

closed by a frontier. (p5)



The reference here is to WittgensteiPhilosophical Investigation§1953) and
the idea that ‘meaning is use’, i.e. that meaning comes frogaging in a set of
(normative) human practices; in a word, that semantics gesgrom pragmatics.

Anchoring semantics in context makes meaning boundariehrass clear than
they are in set theory. Still, it is possible to formalise ttiea in a linguistic frame-
work. The linguistic theory of meaning closest to Wittgeisk line of argumentation
is distributionalism. In this approach, the meaningafis not directly linked to real
cats but rather to the way people talk about cats. The cléeof language users acts
as a normative force by restricting meaning to a set of useoppate in certain prag-
matic situations. The roots of distributionalism can peshhe found in Bloomfield
(1933), but the theory grew to have much influence in the 198@sris, 1954; Firth,
1957). Some time later, in the 1990s, the advent of very laogpora and the increase
in available computing power made the claims (to some extestable. Both psy-
chologists and linguists started investigating the idea ghword’s meaning could be
derived from its observed occurrences in text (Landauer &Bis, 1997; Grefenstette,
1994; Schitze, 1998). These empirical efforts would seal to a very active area
of research in computational linguistics called ‘disttibnal semantics’: a field which
attempts to model lexical phenomena using ‘distributipns’ patterns of word usage
in large corpora.

Interestingly, there are historical links between Wittggein's distributionalism,
distributional semantics and computer-generated podéye of Wittgenstein's stu-
dents, Margaret Masterman, was very influenced by his thefomyeaning and by the
idea that studying language use could give an insight inttasgics. Foreseeing the po-
tential of applying computers to this type of philosophiaatl linguistic investigation,
she founded the Cambridge Language Research Unit (CLR@¥earch group which
would become engaged in early computational linguisticdamthe UK. In parallel,

she also took an interest in the creative processes ingplaimguage and produced



an early version of a computer program to support poetry g¢ioa! The program

was not actually producing poetry but rather presentingdvatroices to the user, al-
lowing them to fill in a preset haiku frame. Masterman’s idéaigsing computers to
produce poetry was not to replace the human poet. In factlshdy differentiated the
‘real’ poet from the machine: “The true poet starts with ins@ fragments, emerging
fully formed from his subconscious” (Masterman, 1971). &ts® didn’t believe that

randomness could be a foundation for poetry:

To put a set of words on disc in the machine, program the mactun
make a random choice between them, constrained only by rig/ne-
quirements, and to do nothing else, this is to write idiottpoe]...] In
poetry, we have not as yet got the generating formulae; thadp would

doubt that a poem, any poem, has in fact an interior logicsodwn?

Masterman thought that there was a structure underlyirguiage use. Uncovering
that structure formed an important part of the work at the GOLBomputing resources
in those days were extremely limited so, instead of direstiydying linguistic utter-
ances in their natural environment, part of the CLRU'’s reteéocused on producing
so-called ‘semantic networks’ by analysing thesauri (Bpdones, 1964). Still, this
work prefigured what would become distributional semantesl the automatic con-
struction of ‘semantic spaces’ out of statistical inforioatfrom real language data
(sees2.2).

The notion of a semantic structure extractable from langukaga by computational
means was also behind Masterman’s belief that machines coglport the work of

poetry:

Larger vocabularies and unusual connexions between thaéswiorthem,
together with intricate devices hitherto unexplored foohword-combination,

all these can be inserted into the machine, and still leawéua poet, op-



erating the console, free to choose when, how and whethgstimuild be

employed

It is possible to summarise Masterman’s position as follquegtry is not random,
but the stuff of poetry, the ‘inspired fragments’ found ire tsubconscious of the poet,
are already there, latent in language use, and an appmpdatantic theory should be
able to uncover them. This is compatible with Miles’s arguiribat poetry is anchored
in ordinary language, and also of Bruns’s reading of Lyn hiaji’s poetics (2000):
“The poet [...] does not so much use language as interactusih of it, playing these
uses by ear in the literal sense that the poet’s position regpect to language is no
longer simply that of the speaking subject but also, andggstmainly, that of one
who listens.” (p30)

Fifty years after the first CLRU experiments on distribuibsemantics, computa-
tional linguistics is still working towards the perfect m@af meaning that Masterman
wished for. Further, little has been done to linguisticitiymalise the relation between
the semantics of ordinary language and that of poetry. IntWdil@ws, | will attempt
to capture this relation: first, intuitively, by discussiegamples of poetry based on
distributional semantics model§2.2); and later, more formally, by giving experimen-
tal evidence that distributional models constructed frodirmry language can account

for (at least) a layer of meaning in modern and contemporaejry §3).

2.2 Distributional Semantics and Poetry

The core assumption behind distributional semantics isrtteaning comes from us-
age. A fully distributionalist picture includes both lingtic and non-linguistic features
in the definition of ‘usage’. So the contextin which an utteris observed comprises
not only the other utterances that surround it, but possildly sensorial input, human
activities and so on. Although research on distributiomahantics is slowly starting

to include visual features in its study of meaning (e.g. Fé&rigapata, 2010), | will



concentrate here on the bulk of the work which makes the #iyimy assumption that
the meaning of a word can be defined in terms of its close Istgucontext The
representation of a lexical item in the framework is a veatorsimply put, a list of

numbers. So the meaningafagon— its so-called ‘distribution’ — might look like this:

dungeon 0.8

eat 0.1
fire 0.3
knight 0.5

political  0.001
scale 0.08

very 0.0001

The numbers represent the average strength of associdtiba lexical item with
other words appearing in its close context (say, a windowdafdrds around its occur-
rences in a large corpus). There are many ways to computetitref association —
for a technical introduction, | refer to Turney & Pantel (B)and Evert (2004). | will
assume here the use of measures which give strong weigltisamacteristic contexts’
(e.g. Pointwise Mutual Information, PMI). In such a settimgword which appears
frequently with a lexical itemt and not so frequently with other items has a strong as-
sociation witht (e.g.meowwith respect tacat); a word which appears frequently with
t but also very frequently with other things has low assoaratvith ¢ (e.g. the with
respect taat); a word which does not appear frequently withiso has low association
with ¢ (e.g.autobiographywith respect tecat).

To come back to our example, the numbers in the dragon vegttaistthat dragons
are strongly related to dungeons and knights, but only naidlsrto eating and fire
(because a lot of other animals eat and fire has a strongarletiburning houses

and firemen). It also shows that they are moderately relatestales, although the
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Figure 1: An example of a semantic space with two dimensidaisgerousandpoliti-
cal

prototypical dragon is a scaly creature, because of thespoly of scale (meaning, for
instance, a measurement range). Finally, dragons arernag$t associated witliery
at all, due to the fact that it is such a common word. Contextis igh association
figures are said to be ‘characteristic’ of the lexical itend@nconsideration.

Being a vector, the distribution afragoncan be represented in a mathematical
space. Such a space, where dimensions correspond to possitiexts for a lexical
item, is commonly called a ‘semantic space’. One of the benefithis representation
is that similar words can be shown to naturally cluster indhme areas of the seman-
tic space. Typically, the vectors fairagonandlion will end up close together in the
semantic space whildragonanddemocracyare much further apart, confirming Har-
ris’s hypothesis that ‘similar words appear in similar @s’ (1954). Fig. 1 shows
a highly simplified illustration of this effect, in a two-densional space where words
are expressed in terms of the conted@mgerousandpolitical.

It would be beyond the scope of this work to describe the rafgghenomena
which can be modelled using approaches based on the fratnewaduced here. But

some examples will be helpful in showing its relevance toasins as a whole. Dis-
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tributions, for instance, can be further analysed to rethealarious senses of a word:
the vector forscalecan be combined with its close context via various matherakti
operations to produce a new vector distinguishing, sayes@s measurement, scales
as weighing machines and dragon scales (Schitze, 199& P&d6, 2008; Thater
et al., 2010). They also capture some inferential propedfdanguage related to hy-
ponymy (e.g. if Molly is a cat, Molly is an animal) and quart#tion (e.g.many cats
entailssome cats(Baroni et al., 2012). It is even possible to derive comtpiosal
frameworks which show how the lexical meaning of individwakds combine to form
phrasal meaning (see Erk, 2012 for an overview). But thig typwork is generally
evaluated against human linguistic judgements over ordilaaguage utterances. So
can it tell us anything about poetical language?

I will first approach the question intuitively and considéetfeatures of a po-
etry built out of distributional representations, in theywdasterman envisagedlis-
course.cpfle Si, 2011), a little volume of poems mostly deriving fromstdbutional
techniques, will provide suitable examples for my obséovet The texts indis-
course.cp@re more or less edited versions of two kinds of output: tlsédine consists
of words that are similar to a given input (for instandegor horsefor the inputcat),
while the second one is a list of ‘characteristic contexts’the input (for instance,
meowor purr for caf). The background corpus for the system was a subset of 200,00
Wikipedia® pages, fairly small by the standards of 2014, but sufficiergroduce the
semantic clustering effects expected from a distributidreanework. Context was
taken to be the immediate semantic relations in which a deeical item appeared —
that is, instead of just considering single words aroundgetan the text, the system
relied on syntactic and semantic information describingdwdid what’ in a sentence.
For instance, in the statemeéltte black cat chased the grey mouse context othase
would be marked as ‘— ARGL1 cattdt as first semantic argument of the verb) and ‘-

ARG2 mouse’ fnousea second semantic argument of the verb) while the context of
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IlIness

S/he nearly died of a psychosomatic food-borne psycharessive near-fatal
episodic epidemic, diagnosed as HIV-related
and

naturally

undisclosed.

Figure 2: llinessdiscourse.cppO.S. le Si (2011)

mouse would be ‘grey ARG1 —gfeyas semantic head) and ‘chase ARG2 —' (chase a
semantic head).

One straightforward example of the program’s output is thenplliness(Fig. 2),
produced using some of the characteristic contexts of tkiedkitem illness The
editing of this poem, as reported in the appendixdiscourse.cppinvolved adding
coordinations, prepositions and punctuation to the raputitogether with the words
S/he nearly died of andnaturally. The adjectiveepidemiovas substantivised.

Unsurprisingly, concepts which have a strong associatiith Wness are adjec-
tives such apsychosomatior diagnosed Even in this simple example, however, it
is clear that some aspects of ‘the discourse’ (i.e. the waypkople choose to talk
about things) is reflected: given the number of very variammgiions and illnesses in
medical dictionaries, it is striking th&tl\V-relatedmakes it into the top contexts, and
we can hypothesise that it explains the presence of thetagjemdisclosedIn other
words, despite the range of medical conditions experieircederyday life, it is HIV
which dominated the thoughts of the Wikipedia contributessponsible for the pages
constituting thediscourse.cpporpus, and not the common cold or malaria.

More distant — but fully interpretable — associations arenfib throughoudis-
course.cpp Politics, for instance, is compared to the Japanese puppet theatre Bu

raku, probably picking up on the wide-ranging, disenchawiew of government as
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‘a circus’. Pride, although it does not involve any direct metaphorical aisdim, is

pointedly described as a list of ‘status symbols’:

Pride is your clothes,
your girlfriend,

a meal.

Less obvious connections are also found. The pdbaenHandbags a list of objects
commonly found in women’s handbags. The last item in theligtvever, is the noun
householdWhether there is a natural interpretation for this assmeiaan be debated,
but it picks out a relationship between the handbag and themof a home — perhaps
a sense of safety, or else a ‘realm’ over which control istexkr

Itis probably clear thadiscourse.cps not computer-generated poetry, in the sense
that human input is removed. The presentation of the boskyétteriality, the typeset-
ting, and of course the editing of the poems were human cidicalling upon the
notion of ‘intentionality’, Emerson (2008) reminds us thia¢ programmer who gets a
computer to output data for the aim of producing poetry reméie driving creative
force behind the enterprise. From a linguistic point of yibawever, the intention of
the programmer may be read in terms of pragmatics, as a spee(Pearle, 1969), i.e.
as an act of communication with a particular goal. It doespnetlude the semantics
of the finished product — the meaning produced by the comiposif particular lexical
items — to come from a fully computational model of part ofjaage®

So we may have traces of a computational semantics of oxdiaaguage irdis-
course.cppbut is it poetical semantics? | have tried so far to argu#) Masterman,
that the ‘structure of language’ — the distributional setitgrspace—, together with its
‘unusual connexions’ and ‘unexplored forms of word-conaltion’, can form the basis
of poetry production. But is the output comparable to whaaetual poet would have
produced?

At this point, it may be helpful to think of semantics not asn&thing that texts
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have but as something that people with texts. If in distributionalism, meaning is
‘the use of a word’, or ‘the things the wordassociatedvith’, then producing/finding
meaning is about producing/finding associations (see Hdfist, 2001 for the related
argument that cognition is anchored in analogy). Argualtlys impossible for a
speaker of a language not to associate when presented withdssequence: whether
speaking/writing or hearing/reading, they are drawn talsapecific individual and
cultural conceptual connections. It can be shown, in fdwt the neurological re-
sponse of an individual presented with a word or word seqaierdudes an activation
of relevant associations. Molinaro et al. (2012) writétile composing the meaning of
an expression, comprehenders actively pre-activate seofaatures that are likely to

be expressed in the next parts of the sentence/discdarsm this, it follows that:

1. human poetry, however complex, should always be expetatig distinguish-
able from randomised word sequences, where the latentsteusf language is

ignored;

2. a certain level of associativity should be identifiabl@iihhuman-produced po-
etry, regardless of complexity (i.e. both a semanticallgape poem and a more

straightforward text will make use of the underlying, stbstructure of lan-

guage).

The next section puts this hypothesis to the test by usingtatuitional model of
semantics to quantify the associational strength of a rahgeems, as well as random

and factual texts.
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3 Semantic Coherence in Modern and Contemporary

Poetry

If we are to show that the semantics of poetry uses the steicfuordinary language
to produce meaning, we need to demonstrate that a commabtimdel built on non-
poetic language can account for at least some aspects afahmntics, regardless of
the apparent difficulty of the text under consideration.

I will now turn to the issue ofopic coherencea measure of the semantic related-
ness of the items in a given set of words. Topic coherence &éas studied from the
point of view of so-called ‘topic modelling’ techniquesattis, computational methods
that take a set of documents and classify them within pdatidopics (e.g. Mimno
etal., 2011). But the proposed measures can be applied teetio§ words, and might
for instance highlight that the sehair, table, office, tearis more coherent thachair,
cold, elephant, crimeAs such, it is well suited to model the general strength ef se
mantic association in a text.

I will investigate topic coherence in a number of poems wnitin the period 1881-
2008. The general idea is to compare texts of varying ‘diffic(ffrom metaphorical
but transparent lyrics to opaque, contemporary poetry)aradyse how they behave
in terms of coherence, using distributions extracted fradinary language corpora
as word representations. Intuitively, it seems that momapmex fragments such as
the reaches of turning aside remirf@oolidge, 1990) should be less coherent than
transparent verses such®se grey veils of the half-light deepéBrooke, 1911a). As
argued in the last section, however, we are looking for alestigvel of associativity
across all poetry. Our model should capture associatio@oghly) equal strength in
transparent and opaque fragments, making explicit coforexcivhich a human reader
might not consciously recognise when first presented witxa t

Following Newman et al. (2010), | define the coherence of @bebrdsw;...w,
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as the mean of their pairwise similarities:

MeanSimScore(w) = mean{Sim(w;,w;),ij € 1l..n,i < j} (1)

For example, if we were to calculate the coherenciefreaches of turning aside
we would calculate the similarities efachwith turn, reachwith asideandturn with
aside and average over the three obtained scores, ignoringd:idass words.

The representations for single words are distributionaltifained from the British
National Corpus (BNC). The corpus is lemmatised and eacmiems followed by a
part of speech according to the CLAWS tagset format (Leeeth £1994). For the ex-
periments reported here, parts of speech are grouped v lotasses like N for nouns
or V for verbs. Furthermore, | only retain words in the foliogy categories: nouns,
verbs, adjectives and adverbs (punctuation is ignoredih Eext/poem is converted
into a 11-word window format, that is, context is defined by five words preceding
and the five words following the target word.

To calculate co-occurrences, the following equations asslu

freq., = Zfreqcm freq, = Zfreqcm freg, 1 = Zfreq%t
t

ci ciyt
The quantities in these equations represent the following:

fred., , frequency of the context worg with the target word
frediotg)  total count of word tokens
freq, frequency of the target word

freq,, frequency of the context worg

The weight of each context term in the distribution is giventlbe function sug-

gested in Mitchell & Lapata (2010) (PMI without log):

p(0i|t) frege, .+ X freqiotar
v;(t) = = & 2
() p(c:) freq: x freqe, @)
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Finally, the 2000 most frequent words in the corpus are talsethe dimensions
of the semantic space (this figure has been shown to give gadddrmance in other
studies: see again Mitchell & Lapata, 2010).

The similarity between two distributions is calculatedngsihe cosine measure:

ZA1XB1

1=1
V ; (A:)? % V ; (B))?

whereA and B are vectors and..n are the dimensions of the semantic space.

Sim(A, B) =

3)

3.1 Experimental setup

Eight poems were selected (all written in modern Englisttgnded to cover a range of
‘difficulty’. That is, some have a straightforward meaninbile others require much
more interpretation. Two additional texts were added tcstiraple: one is a subset of
a Wikipedia article while the other is randomly-generatgckecing together words
from the British National Corpus and inserting random puatibn. These two texts
were meant to provide an upper and lower bound on assotydtive assumption being
that a factual text makes heavy use of the more common tumplrabe in language).
Table 3.1 gives an impression of the content of the sampléhbwisg the beginning
of each text.

The 10 texts in the sample are fairly intuitively categdnisanto various degrees
of complexity. To confirm this, the author and two indeperidamotators attributed
a ‘difficulty’ score in the range 1-5 to each text (where 1 =yweasy to understand
and 5 = very hard to understand). To help the annotators hithask, they were first

presented with simple questions regarding the topic ofdke t

What is this poem about?
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Author Year Excerpt
Rupert Brooke Day that | have loved 1911 | Tenderly, day that | have loved, | close your eyes,/ And simgoiur
quiet brow, and fold your thin dead hands.
Coolidge Argument over, Amounting| 1990 In edges, in barriers the tonal light of t/ the one thing reatbaverem-
phasizes tonally/ and you could hurry it, and it vanish arachpl
Carol Ann Duffy | Valentine 1993 Not a red rose or a satin heart./ | give you an onion./ It is am
wrapped in brown paper.
Allen Ginsberg Five A.M. 1996 Elan that lifts me above the clouds/ into pure space, tinselgsa eter-
nal/ Breath transmuted into words/ Transmuted back to breat
MacCormack At Issue Il 2001 Putting shape into getting without perfect in a culture thasn't think,
pumps up, the/ two traits go at the face of rate themselves
Avery Slater Ithaca, Winter. 2008 Creaking, skeleton bells of trees/ dissolve in a quilt oedalrries.
Gertrude Stein If | Told Him, A Completed| 1924 If I told him would he like it. Would he like it if | told him./ Wald he
Portrait of Picasso like it would Napoleon would Napoleon would would he like it.
Oscar Wilde In The Gold Room — A Har{ 1881 Her ivory hands on the ivory keys/ Strayed in a fitful fantAkike the
mony silver gleam when the poplar trees/ Rustle their pale-leésdessly
Wikipedia ‘The Language Poets’ ? The Language poets (or L=A=N=G=U=A=G=E poets, after the an3

Random text

Psychologist. Strong.

zine of that name) are an avant garde group or tendency iretlSiiates
poetry that emerged in the late 1960s and early 1970s.

tabard, battersea, wolf, coma, acas. hutchinson cap’ni. sliesmere.
proportionality/ mince. outside, morey folk, cum, willduigy, belliger-

g

ent, dimension

Table 1: Excerpts from the sample



Author | Annotator 1| Annotator 2| Average
random 5 5 5 5.00
MacCormack 5 5 5 5.00
Coolidge 4 5 5 4.67
Ginsberg 5 4 3 4.00
Stein 5 3 3 3.67
Slater 2 3 4 3.00
Brooke 2 4 3 3.00
Wilde 1 1 2 1.33
Duffy 1 1 2 1.33
Wikipedia 1 1 1 1.00

Table 2: Difficulty scores for each text in sample

How confident are you of your answer? (1=not confident at atialisolutely confi-
dent)

What is the main emotion conveyed by the poem? (e.g. anger,désappointment,
etc)

What are the main images in the poem? (e.g. some peopledatkia sun, a busy
street, etc)

How did you like the poem? (1=not at all, 5=a lot)

How difficult did you find it to understand the poem? (1=vergy&=very difficult)

The average Spearman correlation between annotators &hsifdicating very
good agreement. Table 3.1 shows individual scores for tlee thnnotators, as well as
an average of those scores. The table is sorted from the mthe teast difficult text.

As expected, the Wikipedia article is annotated as beingrbst transparent text,
while the random poem is considered the most difficult (onralm@vever, with Mac-
Cormack’s ‘At Issue III'). When told that one of the texts wasdomly produced by
a computer, the two independent annotators were able tdifig@rbut also indicated
that MacCormack’s poem had caused some hesitation.

The poems are POS-tagged with TreeTaggerd the tagging is manually checked.
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Coherence is calculated between the words in each sentenp@éms which have
a clear sentence structure (Brooke, Duffy, Slater, Steiilgd&)the random text and
Wikipedia article). The other poems are split into fragnsesttrresponding to the aver-
age sentence length in the texts made of sentences. Ongntamrds (nouns, verbs,
adjectives and some adverbs) with a frequency over 50 in M€ &e considered: the
frequency threshold ensures that good-quality distrimstiare extracted. For the cal-
culation of coherence, very frequent adverbs and auxdkaaire also disregarded (e.g.
so, as, anymore, Beln total, 608 distributions are extracted from the BNCyexing
around 72% of all content words in the sample. The averageseslength comes to
4 content word$§. When a word is repeated within a fragment, the similarityhaftt
word with itself isnotincluded in the coherence calculation, so that poems wiigla h
level of repetition do not come out as being particularlyeremt.

Once coherence figures have been calculated for all sestéracgments in a text,

the average of these figures is taken to give an overall cobemaeasure for the text.

3.2 Results

Table 3.2 shows the average semantic coherence of our ten) tegether with the
mean and standard deviation for the sample. Fig. 3 showsthéts as a graph.

The horizontal line going through the graph shows the meaheo€oherence val-
ues, while the greyed out areas highlight the points coathivithin the standard devia-
tion. The figure clearly shows that the random text and theéjWikia article are outside
of the standard deviation, as would be expected. Randomessks in much lower
coherence than for the human-produced poetry, and thealatetxt displays greater
coherence.

To confirm that the sampled poetry could generally be disistied from both
factual and random texts, 8 other texts were introduced ifdam, 4 factual in the

form of the first paragraphs of Wikipedia article related tefy) and their average
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Semantic coherence

0.6

0.5

0.4

Poem Average coherence
random 0.17
Slater 0.23
Duffy 0.25
Wilde 0.25
MacCormack 0.32
Ginsberg 0.33
Brooke 0.35
Stein 0.35
Coolidge 0.38
Wikipedia 0.43
MEAN 0.31
STDV 0.08

Table 3: Semantic coherence for each text in sample

Wikipedia
[ ]

0.2

0.1

random
[ ]

Mean = 0.31 1
Standard deviation = 0.08

Figure 3: Semantic coherence plot for the 10-text sample.
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0.6

Semantic coherence

021

L
01 Random mean = 0.14
Random stdv = 0.02

Figure 4: Coherence range for poetry versus random anddfaetxts

coherence computed. The effect is confirmed, with the colteref random texts
lying in the range [0.12-0.17] and the coherence of the Véltip texts in the range
[0.43-0.56]. Fig. 4 shows the means and standard deviatibihe three types of text.
The differences are statistically significant at the 1%lleve

These results show that, as hypothesised, human-prodoetq wan clearly be
differentiated from random texts, even in cases where a humeder might hesitate
(e.g. MacCormack’s ‘At Issue III'). But they also indicatesanificant difference
between factual and poetic writing. The generally lowerarehce of poetry com-
pared to factual prose can presumably be put down to botlirtheistic creativity and
the greater metaphorical content of the texts. Degpiteneybeing a conventional
metaphor folife, for instance, we cannot expect their distributions to bsimdlar as,
say,journeyandtravel because their overall pattern of use differs in significaaysv
The creativity of the poetis also at work in that he or she gtk out unheard com-

binations which, although they make use of the underlyingcstire of language, do
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not score so highly in terms of distributional similaritye€$3.3).

Notably, the poems have a standard deviation similar todbuél texts, indicat-
ing no marked difference between individual poems, deshié& obvious variety in
complexity. There is also no correlation between the peeckdifficulty of the po-
ems, as given by the annotators, and their semantic colerémdhe top range, we
find Coolidge and Brooke close together, despite the fa¢tGoalidge is apparently
fairly opaque and Brooke generally transparent. At the rotinel of the range, Duffy
and Wilde, perceived to be generally ‘easy’, come sligh@iioly the mean. This dis-
proves that semantic coherence is linked to perceived adtpland thus, the thesis
that ‘there is not much semantics in complex poetry’.

When looking closer at the results, we find that MacCormagldy arrived, how
large in promptings as coherent as Wikipedia’'s opening senteffoe Language poets
[...] are an avant garde group or tendency in United Statestppthat emerged in the
late 1960s and early 197@both have coherence 0.47). This may well seem puzzling,
but again, a detailed analysis of the distributions invdlgshows that some semantics
is clearly shared between the words of MacCormack’s fragmeable 3.2 shows the
word pairs involved in the coherence calculation, togettigir their cosine similarities
and all the contexts they share in the most highly weightédetof their distributions
(the shared terms must have a weight of at least 0.2 in bothldisons). | have
grouped contexts by topic where possible, to make resulte neadable.

Several topics emerge across the captured contexts. Arfiestavers performance
arts and their audiencéidket, scene, audience, performanete). A second one con-
cerns temporality\Vednesday, minute, finally, Jyre¢c.). A third one relates to polic-
ing and violenceolice, troop, army, violence, dominattc). We also find, perhaps
less evidently, a topic about newts, (story, news Tellingly, these themes are echoed
in other parts of the poem: we firglin, combat, push, violenctose to the fragment

under consideratiomlay, year, postpone, temporary, minute, haciross the texstory,
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word pair similarity shared contexts

play_N-arriveV 0.49 {ticketN sceneN studiaN hall_N}
{australiaN africaN} {wednesdayN
minuteN regularly A}

play_N—largeA 0.44 {audienceN hall_N} areaN flat A domi-
nateV

play_N—promptV 0.43 {tv_.N audienceN performanceN suc-
cessN} {write.V versionN sceneN
storyN}  {violenceN  dominateV}
{moveN runN} unitedA rain_N

arrive V-large A 0.56 {shipN stationN islandN} {crowdN
hall LN}

arrive V—promptV 0.48 {policeN troop.N army.N warningN}
{finally_A eventuallyA june.N marchN
weekendN} {flight N visit.N} {parisN
germanyN} newsN sceneN missN
william _N coupleN

large A promptV 0.46 {audienceN gatherV} {firm_N organi-
zationN europeN} {coalN plasticN
fruittN} complexA volumeN domi-
nateV

Table 4: Similarities and shared contexts for the fragnpdsny arrived, how large in
prompting
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celebrity, television, radio, glamorous, cameso throughout the text. Even the ap-
parently unconnectefduit, which appears in the shared contextsanfie andprompt
occurs two words after our fragment in the poem.

It is worth pointing out that, although the highlighted stthcontexts are amongst
the most highly weighted for the corresponding distribasi¢the 0.2 threshold means
that we are effectively considering the top 7% of itey, arrive andlarge distributions,
and the top 13% opromp), they are not the most salient featumserall for those
words. That is, they probably do not correspond to featurasd native speaker of
English would readily associate wifiay, arrive, large or prompt However, a closer
inspection of the type usually practised by literary cr#tiac would certainly uncover
such associational threads in the poem. In other words, dfiing is not immediately
present when reading the poem for the first time, it is alsclused to the reader able

to disregard the broader pathways of the semantic space.

3.3 Making Sense

In linguistics, the term ‘semantic transparency’ is usedet@r to how easy or dif-
ficult it is for the speaker of a language to guess what a pdaticcombination of
words means. According to Zwitserlood (1994), “[tlhe meanof a fully transpar-
ent compound is synchronically related to the meaning ofdt®posite words”. So

a noun phrase likeulnerable gunmamight be said to be semantically transparent
while sharp gluewould not (Vecchi et al., 2011). Transparency is not diserglated

to acceptability in language. Some well-known linguisticrgpounds are not ‘compo-
sitional’, that is, the meaning of the compound is not givgriile meaning of their
parts (e.g.ivory towe, but they are usually fixed phrases which are frequent émoug
that their meaning is learnt in the same way as the meaninigpgieswords. The line
between semantically transparent and opaque phraseislhavery blurred. Bell

& Schafer (2013) point out, for instance, that sharp gluleiclv is neither transparent
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nor fixed in English, could be glue with a pH less than 7, ileeytcan come up with
an interpretation for a noun phrase without an obvious caitipoal — or previously
known — meaning.

The study of poetry has consequences for general lingsiistianay be possible
to say that semantic transparency is not a fixed attributeveéral combination, but
rather a state in the mind of the hearer. ‘Making sense’ okfa t& ‘doing semantics’,
becomes the process of making the text more transparentbstigating less-travelled
pathways in the semantic space. In the same way that we are afithe similarity be-
tween cats and mongooses — even though we hardly ever erctlumutteranc€ats
and mongooses are similarit is likely that we capture ‘hidden’ relations in the se-
mantic space, leading us to recognise the connection betwaelbagandhousehold
betweenpride and girlfriend, or again betweemortgageand hope(that which can
be lent and taken away). The task of ‘making sense’ of poetty then be seen as a
type of disambiguation, where the dimensions of a word'giBiigtion are re-weighted
to take context into account (see e.g. Erk & Pado6, 2008 fdstiloutional model of
sense disambiguation).

A last word should be reserved for the study of linguisticatiréty. Although
a large body of work exists on the topic of modelling metajptadrlanguage (see
Shutova, 2010 for an overview), the study of poetical seinartas not been a fo-
cus of investigation so far. In spite of this, the claims thaply to metaphor and other
well-studied productive phenomena can arguably be madeéoe complex creative
processes: simply put, there is nothing in the present ghapemould invalidate the
claim that creativity in language can be traced back to ity vedinary use (see Veale,
2012 for an extensive, computationally-based accountisf.thanguage can be seen
as the result of profoundly individual and yet ultimateljlective phenomena. The se-
mantics we ascribe to very mundane objects like cups and margss widely, depend-

ing on speakers (Labov, 1973). Still, speakers of a languagenunicate effortlessly
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with each other, and general evolutionary effects can bergbd in any language, be
it at the phonetic, syntactic or semantic level. Distribns capture the common de-
nominator which allows communication to take place. Theyiaressence a model of
the ‘normative’ effects of language use: the repeatedaritsr of a word in a partic-
ular type of context, across a wide range of speakers, figgnéaning in a way that
makes its usage predictable and fit for successful commtimica&ach new utterance
entering the language contributes to these norming effgotsther reinforcing the sta-
tus quo or, possibly, modifying it — thereby accounting famguage change. Now, if
ordinary language is a collective construction, so is itdartying semantic structure
and we could expect the latent conceptual associationsdrsttucture to be roughly
shared across a specific language and cultural backgrotmechi@iden, uncommon as-
sociations invoked in poetical semantics may be said to doonethe very normative

force of everyday speech.

4 Conclusion

In his literary criticism, Richards (1970) suggests thesetice of an intuitive process

which guides the poet towards particular linguistic conalions.:

The poet [...] makes the reader pick out the precise pasti@édnses re-
quired from an indefinite number of possible senses whichra wihrase
or sentence may carry. The means by which he does this are amahy
varied. [...] [T]he way in which he uses them is the poet's seoret,
something which cannot be taught. He knows how to do it, buld®s not

himself necessarily know how it is done. (p.32)

A possible linguistic translation of this intuition, based distributionalism, is to
say that the poet, as a speaker of a language, has accessaméstic structure. The

‘secret’ hypothesised by Richards is perhaps simply theiapsgkill of some individu-
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als to analyse that structure. A poet’s work provides exansgf his/her observations,
where the observed data consists of many actual snippedasgfihige use, placing the
work of poetry within a collective linguistic intuition.

Using insights from computational linguistics, we can mnidtie ways in which
certain types of poetical output might emerge. The implesat@n of such models
follows some prior claims about the nature of language @#itstein, 1953), about
semantic structure and poetry (Masterman, 1971), and abheutonnection between

ordinary language and poetical expression (Miles, 1940this paper, | argued that:

1. assuming a distributional view of meaning, it is posstioleshow the relation

between ordinary language and the ‘extraordinary’ languagoetry;

2. the distributional model clearly captures the distimetbetween human and ran-
domised production, regardless of the immediate semanatisparency of the

text;

3. the distributional model shows a stable layer of semaagBnciativity across

poems, regardless of complexity.

A natural next step for the investigation presented hereldvba to explore the
annotators’ judgements on semantic complexity. It is uarclghat exactly makes a
fairly straightforward text such as Duffy’s ‘Valentine’ oparatively less coherent than
the complex ‘Argument over. Amounted.” by Coolidge. A moreefigrained analysis
of the results would be necessary to make any hypothesis.

As a final note, it may be worth pointing out that, althougtg‘bliata’ has so far
mostly been used for the analysis of large phenomena in tfimdhumanities, this

paper shows that one of its incarnations (distributionpresentations) may have a
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role to play as a background linguistic model for close regdi

Notes

1An example output can be seen at http://iwww.chart.ac.aki2B04/papers/clements.html.

2This must not invalidate distributional semantics techeigjas essentially Wittgensteinian constructs. A
corpus which is coherent from the point of view of ‘speects’a($earle, 1969) can be seen as a particular
language game: the meaning representations obtained tfiamen just specific to that language game. So for
instance, the online encyclopedia Wikipedia might be saicoilate language games where one participant
gives information about a particular topic to a hearer, ingutated written form.

Shttp://www.wikipedia.org/

4See Dowty et al. (1981) for an introduction to Montague setingrand a description of verbs and
adjectives as ‘functions’ taking arguments.

5See Emerson (2012) for a reviewdiscourse.cpovering this issue.

6There is a subtlety here. In a distributional account, theasgics of words comes from pragmatics,
that is, from an indefinite number of situations where, @iely, words are used in particular situations,
with a particular intent. These situations are separata fiar more accurately, a very large superset of) the
pragmatic situation and intent behind the creation of aifipgmem.

Available at http://www.cis.uni-muenchen.deschmid/tools/Tree Tagger/

8This fairly short sentence length is due to Stein’s poemainittg many single word sentences. How-
ever, experiments with different fragment lengths (up toctfitent words) did not signicantly change the

results reported here.

References

Baroni, M., Bernardi, R., Do, N.-Q., & Shan, C.-c. (2012). t&mment above the
word level in distributional semantics. Rroceedings of the 15th conference of the

European Chapter of the Association for Computational uistics (EACL12)

30



Bell, M. J., & Schafer, M. (2013). Semantic transparendallenges for distributional
semantics. IfProceedings of the ‘Towards a Formal Distributional Seniesitvork-

shop (collocated with IWCS2013, Potsdam, Germany)
Bloomfield, L. (1933).Language New York: Henry Holt.

Brooke, R. (1911a). Day that | have loved.Roems Sidgwick & Jackson.
URL http://www.rupertbrooke.com/poems/1905-1908/ttzati_haveloved

Brooke, R. (1911b). The fish. IRoemsSidgwick & Jackson.

Bruns, G. (2005).The material of poetry: sketches for a philosophical paetidni-

versity of Georgia Press.

Coolidge, C. (1990). Argument over, amounting.Saund as thought: Poems 1982-
1984 Green Integer.
URL http://www.poetryfoundation.org/poem/243682

Dowty, D. R., Wall, R., & Peters, S. (1981)Introduction to Montague semantics

Springer.
Duffy, C. A. (1993). Valentine. IiMean TimeLondon, England: Anvil Press.

Emerson, L. (2008). Materiality, intentionality, and thentputer-generated poem:
reading Walter Benn Michaels with Erin Mour’s Pillage Lal&5C: English Studies
in Canada 34(4), 45-69.

Emerson, L. (2012). Review dliscourse.cpjpy OS le Si.Computational Linguistics
38(4), 923-925.

Erk, K. (2012). Vector space models of word meaning and ghnasaning: a survey.
Language and Linguistics Compa$s10, 635-653.

31



Erk, K., & Pad6, S. (2008). A structured vector space modelword meaning in
context. InProceedings of the 2008 conference on Empirical Methodsaituifdl

Language Processing (EMNLP2008)onolulu, HI.

Evert, S. (2004).The statistics of word cooccurrences: word pairs and catans

Ph.D. thesis, University of Stuttgart.

Feng, Y., & Lapata, M. (2010). Visual information in semantépresentation. In
Human Language Technologies: the 2010 annual conferenbe dorth American
Chapter of the Association for Computational LinguistisSBAACL2010) (pp. 91—

99). Los Angeles, California.

Firth, J. R. (1957).A synopsis of linguistic theory, 1930-1955xford: Philological

Society.

Frege, G. (1892). uiber sinn und bedeutwrjtschrift fir Philosophie und philosophis-
che Kritik, 100, 25-50.

Ginsberg, A. (1996). 5a.m. IDeath and Fame:Last Poems 1993-19Barper Peren-
nial (reprint 2000).

Grefenstette, G. (1994kxplorations in automatic thesaurus discove8pringer.
Harris, Z. (1954). Distributional structur®ord, 10(2-3), 146-162.
Hejinian, L. (2000).The language of inquiryBerkeley: University of California Press.

Hofstadter, D. R. (2001). Analogy as the core of cognitiom The analogical
mind: perspectives from cognitive scienf@p. 499-538). Cambridge MA: The MIT
Press/Bradford Books.

Hughes, T. (1999). Wuthering Heights. Birthday LettersFaber & Faber.

32



Labov, W. (1973). The boundaries of words and their meaninigsC.-J. Bailey,
& R. W. Shuy (Eds.)New ways of analysing variation in Englisfpp. 340-371).

Georgetown University Press.

Landauer, T. K., & Dumais, S. T. (1997). A solution to Platpi®blem: the latent
semantic analysis theory of acquisition, induction, anesentation of knowledge.

Psychological Reviewpp. 211-240).
le Si, O. (2011)discourse.cppBerlin: Press Press.

Leech, G., Garside, R., & Bryant, M. (1994). CLAWS4: The TaggOf The British
National Corpus. IfProceedings of the 15th international Conference on Coayput

tional Linguistics (COLING 94)(pp. 622—-628). Kyoto, Japan.

Masterman, M. (1971). Computerized haiku. In J. ReichdgdtCybernetics, art
and ideas(pp. 175-184). London, England: Studio Vista.

Miles, J. (1940). More semantics of poetfyhe Kenyon Revie(4), 502-507.

Mimno, D., Wallach, H. M., Talley, E., Leenders, M., & McQaith, A. (2011). Op-
timizing semantic coherence in topic models.Pimceedings of the Conference on

Empirical Methods in Natural Language Processing (EMNLR2Q(pp. 262—-272).

Mitchell, J., & Lapata, M. (2010). Composition in distriliahal models of semantics.
Cognitive Scienge34(8), 1388—-1429.

Molinaro, N., Carreiras, M., & Duiabeitia, J. A. (2012).n@ntic combinatorial pro-

cessing of non-anomalous expressiddsurolmage59(4), 3488—3501.

Montague, R. (1973). The proper treatment of quantificaitioordinary english. In
J. Hintikka, J. Moravcsik, & P. Suppes (Edapproaches to Natural Languaggp.
221-242). Dordrecht.

33



Newman, D., Lau, J. H., Grieser, K., & Baldwin, T. (2010). Amtatic evaluation of
topic coherence. Iuman Language Technologies: the 2010 annual conference
of the North American Chapter of the Association for Compoitel Linguistics

(NAACL2010)(pp. 100-108). Los Angeles, CA.

Richards, I. A. (1970)Poetries and Sciences: a reissue of Science and Poetry (1926

1935) with commentary. ondon: Routledge & Kegan Paul.

Schiitze, H. (1998). Automatic word sense discriminatamputational Linguistics

24(1), 97-123.
Searle, J. (1969 peech ActsCambridge University Press.

Shutova, E. (2010). Models of metaphor in NLP. Rroceedings of the 48th annual
meeting of the Association for Computational Linguist®€(2010) (pp. 688—697).

Slater, A. (2008). Ithaca, Wintefhe Cortland Revieyd1.

URL http://www.cortlandreview.com/issue/41/slatemht

Sparck Jones, K. (19645ynonymy and semantic classificati&h.D. thesis, Univer-

sity of Cambridge. Cambridge Language Research Unit.
Stein, G. (1924). If | Told Him: A Completed Portrait of Picas Vanity Fair.

Tarski, A. (1944). The semantic conception of truthilosophy and Phenomenologi-

cal Research, 341-375.

Thater, S., Furstenau, H., & Pinkal, M. (2010). Contextiayj semantic representa-
tions using syntactically enriched vector modelsPoceedings of the 48th annual
meeting of the Association for Computational Linguist®€i(2010) (pp. 948-957).

Uppsala, Sweden.

Turney, P. D., & Pantel, P. (2010). From frequency to meanusgtor space models

of semanticsJournal of Artificial Intelligence ResearcB7, 141-188.

34



Veale, T. (2012). Exploding the creativity myth: The computational foundas of

linguistic creativity A&C Black.

Vecchi, E. M., Baroni, M., & Zamparelli, R. (2011). (Lineamaps of the impossi-
ble: Capturing semantic anomalies in distributional spalkceProceedings of the
ACL DISCo (Distributional Semantics and Compositionalityorkshop Portland,

Oregon.

Wheelwright, P. (1940). On the semantics of poeffyie Kenyon Review2(3), pp.
263-283.

Wittgenstein, L. (1953)Philosophical investigationdiley-Blackwell (2010 reprint).

Zwitserlood, P. (1994). The role of semantic transparendkié processing and repre-

sentation of dutch compoundsanguage and Cognitive ProcessBg3), 341—-368.

35



