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Abstract. The parameterized complexity classes of the W -hierarchy are usu-
ally defined as the problems reducible to certain natural complete problems by
means of fixed-parameter tractable (fpf) reductions. We investigate whether the
classes can be characterised by means of weaker, logical reductions. We show that
each class W [t] has complete problems under slicewise bounded-variable first-
order reductions. These are a natural weakening of slicewise bounded-variable
LFP reductions which, by a result of Flum and Grohe, are known to be equiv-
alent to fpr-reductions. If we relax the restriction on having a bounded number
of variables, we obtain reductions that are too strong and, on the other hand,
if we consider slicewise quantifier-free first-order reductions, they are consider-
ably weaker. These last two results are established by considering the charac-
terisation of W [t] as the closure of a class of Fagin-definability problems under
fpt-reductions. We show that replacing these by slicewise first-order reductions
yields a hierarchy that collapses, while allowing only quantifier-free first-order
reductions yields a hierarchy that is provably strict.

1 Introduction

In the theory of parameterized complexity, the W -hierarchy plays a role similar to NP
in classical complexity theory in that many natural parameterized problems are shown
intractable by being complete for some level W [t] of the hierarchy. However, one dif-
ference between the two, perhaps no more than a historical accident, is that NP was
originally defined in terms of resource bounds on a machine model, and the discovery
that it has complete problems under polynomial-time reductions (and indeed that many
natural combinatorial problems are NP-complete) came as a major advance, which also
shows the robustness of the class. On the other hand, the classes Wt] were originally
defined as the sets of problems reducible to certain natural complete problems by means
of fixed-parameter tractable (fpf) reductions [S]]. These classes therefore have complete
problems by construction. It was only later that a characterisation of these classes in
terms of resource-bounded machines was obtained [1]. The robustness of the definition
of NP is also demonstrated by the fact that many NP-complete problems are still com-
plete under reductions much weaker than polynomial-time reductions. For instance,
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SAT is NP-complete, even under quantifier-free first-order projections, which are re-
ductions even weaker than ACq reductions. Thus, the class NP can be characterized as
the class of problems reducible to SAT under polynomial-time reductions, or equiva-
lently as the class of problems reducible to SAT under quantifier-free first-order projec-
tions. The work we report in this paper is motivated by the question of whether similar
robustness results can be shown for the classes Wt]. We investigate whether the classes
can be characterised by means of weaker reductions, just like NP can.

We concentrate on reductions defined in terms of logical formulas. By a result of
Flum and Grohe [7], it is known that fpz-reductions can be equivalently characterised,
on ordered structures, as slicewise bounded-variable LFP reductions. We consider re-
ductions defined in terms of first-order interpretations and introduce a number of pa-
rameterized versions of these. Our main result is that each class Wt] has complete
problems under slicewise bounded-variable first-order reductions, which are a natural
first-order counterpart to slicewise bounded-variable LFP reductions. If we relax the
restriction on having a bounded number of variables, we obtain slicewise first-order
reductions, which are not necessarily fpt. Indeed we are able to show that all Fagin de-
finability problems in Wt] are reducible to problems in FPT under such reductions.
On the other hand, we show that slicewise quantifier-free first-order reductions are con-
siderably weaker in that there are Fagin-definability problems in W[t + 1] that cannot
reduce to such problems in W [t] under these reductions. This last class of reductions
can be seen as the natural parametrization of quantifier-free first-order reductions, for
which NP does have complete problems. Thus, our result shows that the definition of
W t] is not quite as robust as that of NP.

We present the necessary background and preliminaries in Section 2l The various
kinds of logical reductions are defined in Section[3l Sectiondshows that W [¢] contains
complete problems under slicewise bounded-variable first-order reductions. Section[3]
considers the case of the two other kinds of reductions we use. For space reasons, we
only give sketches of proofs, omitting details which are often long and tedious coding
of reductions as first-order formulas.

2 Preliminaries

We rely on standard definitions and notation from finite model theory (see [6/12]) and
the theory of parameterized complexity [9]. We briefly recall some of the definitions we
need, but we assume the reader is familiar with this literature.

A relational signature o consists of a finite collection of relation and constant sym-
bols. A decision problem over o-structures is an isomorphism-closed class of finite
o-structures. In general, we assume that our structures are ordered. That is to say, that
o contains a distinguished binary relation symbol < which is interpreted in every struc-
ture as a linear order of the universe. We are often interested in decision problems
where the input is naturally described as a structure with additional integer parameters.
For instance, the Clique problem requires, given a graph G and an integer &, to decide
whether G contains a clique on & vertices. In all such cases that we will be interested in,
the value of the integer parameter is bounded by the size of the structure, so it is safe to
assume that it is given as an additional constant c in the signature o, and the position in
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the linear order < of ¢® codes the value. However, where it is notationally convenient,
we may still write the inputs as pairs (A, k), where A is a structure and k is an integer,
with the understanding that they are to be understood as such coded structures.

A parameterized problem is a pair (Q, k) where @) is a decision problem over o-
structures and ~ a function that maps o-structures to natural numbers. We say that
(Q, k) is fixed-parameter tractable (FPT) if ) is decidable by an algorithm which,
given a o-structure A of size n runs in time f(x(A))n® for some constant ¢ and some
computable function f.

Given a pair of parameterized problems, (@, ) and (Q’, k') where @ is a decision
problem over o-structures and @’ is a decision problem over ¢’-structures, a reduction
from (Q, k) to (Q’, k') is a computable function r from o-structures to ¢’-structures
such that:

— for any o-structure A, r(A) € Q' if, and only if, A € Q; and
— there is a computable function g such that /(r(A)) < g(x(A)).

The reduction r is an fps-reduction if, in addition, r is computable in time f(x(A))|A|°
for some constant ¢ and some computable function f. If there is an fpt-reduction from
(Q, k) to (Q', k), we write (Q, k) <Pt (Q’, k') and say that (Q, k) is fpt-reducible to
QK.

FPT is the complexity class of parameterized problems that are regarded as tractable.
Above it, there is a hierarchy of complexity classes into which problems that are believed
to be intractable are classified. In particular, the W-hierarchy is an increasing (or, at
least, non-decreasing) sequence of complexity classes W t] (¢ > 1) which contain many
natural hard problems. These classes were originally defined as the classes of problems
Jpt-reducible to certain weighted satisfiability problems. We use, instead, the equivalent
definition from [9] in terms of weighted Fagin-definability, which we give next. For
a first-order formula (X) with a free relational variable X of arity s, we define the
weighted Fagin-definability problem for ¢ as the following parameterized problem.

p-WD,
Input: A structure A and k € N
Parameter: k
Problem: Decide whether there is a relation S C A® with |S| = k
such that (A, S) = ¢.

The complexity class Wt] is then defined as the class of parameterized problems that
are fpt-reducible to p-WD,, for some II; formula ¢. Recall that ¢ is II; just in case it
is in prenex normal form and its quantifier prefix consists of ¢ alternating blocks, start-
ing with a universal block. These classes are closed under fpt-reductions by definition.
Indeed, to quote Flum and Grohe [9] p.95]: “for a robust theory, one has to close [...]
p-WD-II; under fpt-reductions”. Our aim in this paper is to test this robustness by vary-
ing the reductions used in the definition to see whether we still obtain the same classes.
We specifically aim to investigate logical reductions and for these, it is convenient to
work with descriptive characterisations of the complexity classes. We summarise below
such characterisations that have been obtained by Flum and Grohe [718]].
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Recall that LFP is the extension of first-order logic (FO) with an operator 1fp for
least fixed-points of positive operators. We write FO® for the collection of first-order
formulas with at most s distinct variables and LFP? for the collection of formulas of
LFP of the form [Ifp x , ] (t) where ¢ € FO® and t is a tuple of at most s terms. For
any collection © of formulas, we say that a parameterized problem (Q, k) is slicewise-
© definable if, and only if, there is a computable function § : N — © such that for all
A, we have A |= §(k(A)) if, and only if, A € Q.

Theorem 1 ([7]). A parameterized problem over ordered structures is in FPT if, and
only if. for some s it is slicewise-LFP® definable.

For a similar characterisation of the classes of the W -hierarchy, we need to introduce
some further notation (from [8])). We write X; ,,-Bool(LFP?) for the collection of for-
mulas of LFP of the form

w1y - Fry, Yooy - Vo, o0 Qra - Qg X (1)

where x is a Boolean combination of formulas of LFP® and for ¢ > 2,[; < u. In
other words, the formula consists of a sequence of ¢ alternating blocks of quantifiers,
starting with an existential, with the length of all blocks except the first bounded by u,
followed by a Boolean combination of LFP? formulas. Note that all of the variables
in the quantifier prefix may appear inside x though any given formula in the Boolean
combination may use at most s of them.

Theorem 2 ([8]). A parameterized problem over ordered structures is in Wt] if, and
only if; for some s and u it is slicewise-X ,,-Bool(LFP’) definable.

The key to the definition of X; ,,-Bool(LFP?) is the interaction between the unbounded
number of variables introduced by the first quantifier block, and the bounded number of
variables available inside each LFP® formula in . This is best illustrated with a simple
example. The parameterized dominating set problem takes as input a graph G and a
parameter k£ and asks whether GG contains a set S of at most k vertices such that every
vertex of G is either in S or a neighbour of a vertex in S. For fixed k, this is defined by
the following first-order formula.

S+ 3ny( (= v B(w.2)
1<i<k

Here, since each of the formulas (y = z; V E(y, z;)) has only two variables, the whole
formula is in X ;-Bool(LFP?).

We can somewhat simplify the form of formulas used in Theorem[2l To be precise,
we write X ,,-Conj(LFP?) for those formulas of the form (I)) where y is a conjunction
of LFP? formulas and X ,,-Disj(LFP?®) for those where it is a disjunction. Then, we
have the following characterisation.

Theorem 3. For any event > 1, a parameterized problem over ordered structures is
in Wt] if, and only if, for some s and it is slicewise-X ,,-Disj(LFP*) definable.

For any odd t > 1, a parameterized problem over ordered structures is in W[t] if,
and only if, for some s and u it is slicewise- X ,,-Conj(LFP®) definable.
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Proof. (sketch): Consider the case of odd t, as the other case is dual. The Boolean
combination  in the formula (1) can be written in disjunctive normal form. Now, any
formula — where ¢ is a formula of LFP? is equivalent to a formula of LFP®. This
follows from Immerman’s proof of a normal form for LFP [11]]. In particular, one just
needs to observe that the increase in the number of variables is bounded by a multi-
plicative constant. Thus,  is equivalent to a disjunction of conjunctions of formulas of
LFP®. The idea is now to replace the outermost disjunction with an existential quanti-
fier. For each i, we can write a first-order formula ¢; () (with just three variables) that
asserts that x is the ¢th element of the linear order < (see [4]). We use these to index
the m disjuncts in . This requires increasing the arity in each fixed-point formula by 1,
and the number of variables by at most 3. We thus obtain a formula with one existential
quantifier followed by a conjunction of formulas of LFP®*¥™ that is equivalent to y on
all ordered structures with at least m elements. We can then add a further conjunct to
take care of the finitely many small structures. The existential quantifier at the front of
the formula is then absorbed into the final block in the prefix, resulting in an increase
of the value of u by 1.

For the case of odd ¢, we begin with a formula of conjunctive normal form and
convert the outer conjunction to a universal quantifier. a

3 Logical Reductions

In this section, we introduce reductions that are defined by logical formulas.

Suppose we are given two relational signatures o and 7 and a set of formulas ©. An
me-ary O-interpretation of T in o (with parameters z) is a sequence of formulas of © in
the signature o consisting of:

- aformula v(x, z);

- aformulan(x,y,z);

— for each relation symbol R in 7 of arity a, a formula pR(xl, ...y Xq,2); and
— for each constant symbol ¢ in 7, a formula v¢(x, z),

where each x,y or x; is an m-tuple of free variables. We call m the width of the in-
terpretation. We say that an interpretation @ associates a 7-structure B to a pair (A, c)
where A is a o-structure and c a tuple of elements interpreting the parameters z, if there
is a surjective map h from the m-tuples {a € A™ | A = vl[a, c|} to B such that:

- h(ay) = h(ag) if, and only if, A = nlas, as, c];
- RE(h(ay),...,h(a,)) if, and only if, A |= p®[ay,...,a,,c];
- h(a) = cEif, and only if, A = 7°[a, c].

Note that an interpretation ¢ associates a 7-structure with (A, c) only if 7 defines an
equivalence relation on A™ that is a congruence with respect to the relations defined
by the formulas pf* and ~¢. In such cases however, B is uniquely determined up to
isomorphism and we write B = &(A, ¢). We will only be interested in interpretations
that associate a T-structure to every (4, c).

We say that a map 7 from o-structures to 7-structures is ©-definable if there is a
O-interpretation ¢ without parameters such that for all o-structures A, r(A) = P(A).
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Thus, we can ask whether a given reduction is LFP-definable or FO®-definable, for
example. It is an easy consequence of the fact that LFP captures P on ordered structures
that a reduction is LFP definable with order if, and only if, it is a polynomial-time
reduction. In the case of the complexity class NP, we know there are complete problems
under much weaker reductions such as those defined by quantifier-free formulas in the
presence of order, or first-order formulas even without order (see [2113])).

For reductions between parameterized problems, it is more natural to consider the
slicewise definition of interpretations. We say that a reduction r between parameterized
problems (@, k) and (Q’, k') is slicewise ©-definable if there is an m and a function
d that takes each natural number k to an m-ary ©-interpretation d(k) such that for any
o-structure A with 7(A) = §(k(A))(A). Note, in particular, that the width m of the
interpretation is the same for all k. It is an easy consequence of the proof of Theorem/[I]
in [7] that a reduction r is an fpt-reduction if, and only if, for some s, it is slicewise
LFP?-definable on ordered structures.

The following definition introduces some useful notation for the different classes of
reductions we consider.

Definition 1. For parameterized problems (Q, k) and (Q', k'), we write

1. (Q,k) <570 (Q', k') if there is a reduction from (Q, k) to (Q', ") that is slicewise
FO-definable;

2. (Q, k) <5720 (Q', K/) if there is a reduction from (Q, k) to (Q', ') that is slice-
wise FO’-definable for some s;

3.(Q, k) <579 (Q', k') if there is a reduction from (Q, k) to (Q', k') that is slicewise
©-definable, where O is the collection of quantifier-free formulas.

Itis clear from the definition that (Q, k) <S™%° (Q’, k') implies (Q, k) <57t° (Q’, k').
Furthermore, since the definition of slicewise reductions requires the interpretations to
be of fixed width, and the only variables that occur in a quantifier-free formula are the
free variables, it can be easily seen that a <s-9f reduction is defined with a bounded
number of variables. Thus, (@, ) <579 (Q’, k') implies (Q, k) <57 (Q’', k") and
the reductions in Definition[I]are increasingly weak as we go down the list. The last two
of them are also weaker than fpt-reductions, in the sense that, since FO® formulas are
also LFP? formulas, we have that (Q, k) <57 (Q’, k') implies (Q, k) <t (Q', x’).
As we show in Section[3] it is unlikely that (Q, k) <57f° (Q’, x’) implies (Q, k) <Pt
(Q', ') as this would entail the collapse of the W -hierarchy.

4 Bounded-Variable Reductions

In this section, we construct problems that are complete for the class W [t] under <s-°%°
reductions.

We first consider the decision problem of alternating reachability, also known as
game. We are given a directed graph G = (V, E) along with a bipartition of the vertices
V = Vaw V4 and two distinguished vertices a and b. We are asked to decide whether the
pair (a, b) is in the alternating transitive closure defined by (V3, Vi, E). This is equiv-
alent to asking whether the existential player has a winning strategy in the following
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two-player token pushing game played on G as follows. The token is initially on a. At
each turn, if the token is on an element of V3, it is the existential player that moves and,
if it is on an element of V4, it is the universal player that moves. Each move consists
of the player whose turn it is moving the token from a vertex u to a vertex v such that
(u,v) € E. If the token reaches b, the existential player has won. In general, we call a
directed graph G = (V, E) along with a bipartition V' = V3 W V4 an alternating graph;
we call the vertices in V3 the existential vertices of GG and those in V4 the universal
vertices; and we call a the source vertex and b the target vertex. We can assume without
loss of generality that the target vertex has no outgoing edges.

An alternating path from a to b is an acyclic subgraph V' C V, E' C FE with
a,b € V' such that for every u € V' N V3, u # b, thereis av € V' with (u,v) € E';
forevery u € V'NVy, u # band every v € V with (u,v) € E we have thatv € V' and
(u,v) € E'; and for every u € V', there is a path from u to b in (V'/, E’). It is easily
checked that (a, b) is in the alternating transitive closure of (V3, Vi, E) if, and only if,
there is an alternating path from a to b.

It is known that the alternating reachability problem is complete for P under first-
order reductions, in the presence of order (see [10]). Indeed, it is also known that in
the absence of order, the problem is still complete for the class of problems that are
definable in LFP [3]. Moreover, it is easily shown from the reductions constructed by
Dahlhaus in [3] that every problem definable in LFP? is reducible to alternating reacha-
bility by means of a first-order reduction whose width depends only on s, giving us the
following lemma.

Lemma 1. For any s there is an v such that for any formula ¢©(z) of LFP’ in the sig-
nature o, we can find an FO' -interpretation with parameters z that takes each (A, c),
where A is a o-structure and c an interpretation of the parameters, to an alternating
graph (V,V3,Vy, E, a,b) so that A = ¢[c] if, and only if, there is an alternating path
fromatobin (Va,Vy, E).

It is easily checked that alternating reachability is defined by the following formula of
LFP?,

Mfpyx . (z =bV(Va(z) A y(E(z,y) A X (y))V
(Vo(z) A yE(z,y) AVy(E(z,y) — X())))](a)

For an alternating graph G = (V, V3,14, E) and a subset U C V, we say that there is a
U-avoiding alternating path from a to b if there is an alternating path from a to b which
does not include any vertex of U. Note, that this is not the same as saying there is an
alternating path from « to b in the subgraph of G induced by V' \ U. In particular, a U-
avoiding alternating path may not include any universal vertex which has an outgoing
edge to a vertex in U, though such vertices may appear in an alternating path in the
graph G[V \ U].

We will now define a series of variants of the alternating reachability problem, which
will lead us to the W t]-complete problems we seek to define. In the following defini-
tions, k is a fixed positive integer.

k-conjunctive restricted alternating reachability. Given an alternating graph
G = (V, V3, Wy, E), along with sets of vertices C C U C V and distinguished
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vertices a and b, where a has at most k£ outgoing edges, decide whether for
every v such that (a,v) € E, there is an s, € C' and a (U \ {s,})-avoiding
alternating path from v to b. If the answer is yes, we say there is a k-conjunctive
restricted alternating path from a to b.

In other words, the problem asks whether there is an alternating path from a to b, where
a € Vg, of a particular restricted kind. The path is not to use the vertices in U apart from
C, and these may be used only in a limited way. That is, each outgoing edge from a
leads to a path which may use only one vertex of C, though this vertex may be different
for the different edges leaving a.

We define a dual to the above for starting vertices a that are existential.

k-disjunctive restricted alternating reachability. Given an alternating graph
G = (V, V3, Vg, E), along with sets of vertices C' C U C V and distinguished
vertices a and b, where a has at most k outgoing edges, decide whether there
is a vertex v with (a,v) € F and an s, € C such that there is a (U \ {s,})-
avoiding alternating path from v to b. If the answer is yes, we say there is a
k-disjunctive restricted alternating path from a to b.

We next define, by induction on ¢, the problems of conjunctive and disjunctive k, ¢-
restricted alternating reachability, for which the above two problems serve as base
cases.

Definition 2 (k, t-restricted alternating reachability). The conjunctive k, O-restricted
alternating reachability problem is just the k-conjunctive restricted alternating reach-
ability problem defined above, and similarly, the disjunctive k, O-restricted alternating
reachability problem is the k-disjunctive restricted alternating reachability problem.

The conjunctive k, t + 1-restricted alternating reachability is the problem of deciding,
given an alternating graph G = (V, V3, Vi, E), along with sets of vertices C CU CV
and distinguished vertices a and b, whether for every v such that (a,v) € E, there is a
disjunctive k, t-restricted alternating path from v to b.

Dually, the disjunctive k,t + 1-restricted alternating reachability is the problem of
deciding whether there is a v such that (a,v) € E and there is a conjunctive k,t-
restricted alternating path from v to b.

Roughly speaking, the conjunctive k, t-restricted alternating reachability problem asks
for an alternating path from a to b, with a a universal node, where we are allowed ¢
alternations before the restrictions on the use of vertices in the sets U and C kick in.
The disjunctive version is dual.

We are ready to define the parameterized problems we need. By a cligue in a directed
graph, we just mean a set of vertices such that for each pair of distinct vertices in the
set, there are edges in both directions.

Definition 3 (clique-restricted alternating reachability). For any fixed t, the param-
eterized t-clique-restricted alternating reachability problem is:
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p-t-CLIQUE RESTRICTED ALTERNATING REACHABILITY
Input: G = (V=VaW W, E),UCV,a,be Vandk € N.
Parameter: k
Problem: Ts there a clique C C U with |C| = k such that
(V,Va3,%, E, U, C) admits a conjunctive k, t-restricted
alternating path from a to b?

Theorem 4. For eacht > 1, p-t-clique-restricted alternating reachability is in W [t].

Proof. This is easily established, using Theorem [l by writing a formula of
5, 1-Bool(LFP*) that defines the problem for each fixed value of k. This is obtained
by taking the prenex normal form of the formula

3wy (N U@)A N B, 25) Aws # 25) AV (B(a,51) — Gya(B(y, ya) A T--+)
i i

where I is the formula 3y;—1(E(yi—2,y1-1) A Njcick (Vi< jcr Oi(ye-1,25))) if tis
odd and the formula Vy;—1(E(yi—2,yt-1) — V1< j<i, 0i(ye—1,2;)) if ¢ is even; and
0:(y:_1,x;) is the formula of LFP* which states that there is a U \ {x;}-avoiding
alternating path from z to b, where z is the ith (in the linear ordering <) vertex such
that there is an edge from y;_; to z. This formula is obtained as an easy modification
of the LFP? formula above defining alternating reachability. O

Theorem 5. For eacht > 1, p-t-clique-restricted alternating reachability problem is
W [t]-hard.

Proof. (sketch): Suppose (Q, k) is in W[t]. Assume that ¢ is odd (the case for even ¢ is
dual). By Theorem[3] there is a « and an s so that (Q, ) is slicewise-X; ,,-Conj(LFP*)-
definable. Thus, for each k, there is a formula

(2 = E'Ill s 3171[1 VIQl . 'VI212 e E'Itl e Extlt /\ Gj
JjeS

where each 6; is in LFP®, which defines the structures A such that A € @ and
k(A) = k. We give an informal description of the reduction that takes A to an in-
stance G of t-clique-restricted alternating reachability. The reduction is definable by an
FO-interpretation using a number of variables that is a function of s, ¢ and u but inde-
pendent of k. In what follows, we assume that | S| < (lsl) If this is not the case, we can
add dummy variables to the first quantifier block without changing the meaning of the
formula.

By Lemmal[Il we know that each 6, gives rise to an FO"-interpretation (for a fixed
value of r) that maps A to an instance of alternating reachability. Note that, as the
width of the Since 6, has (as many as s) free variables, the interpretation will have up
to s parameters from among the variables z11, ..., x¢,. For notational purposes, we
will distinguish between those parameters that are in the variables quantified in the first
existential block (i.e. z1; ... x1;,) and the others. Thus, we write AR?’ﬁ for the instance
of alternating reachability obtained from ;, with o the assignment of values to the
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parameters among x11 . .. x1;, and 3 the assignment of values to the other parameters.
G will contain the disjoint union of all of these instances (slightly modified as explained
below). Note that, since the interpretation taking A to AR;-X’ﬁ has width at most r, the

size of AR?’ﬁ is at most n” (where n is the size of A). Furthermore, there are at most
|S| - n® such instances. G also contains a target vertex b with an incoming edge from
the target vertex in each AR;-X’ﬁ .

In addition, for each initial segment x of the sequence of variables zo; ... x4, that
ends at a quantifier alternation (i.e. x = w21 ...m7y 1, for some t' < t), and each
assignment p of values from A to the variables in x, G contains a new element. Note
that the number of such elements is less than 2n2-2<i<t li, which is at most 2n“(t=1) For
each p and p/, we include an edge from p to p’ just in case p’ extends the assignment p
by exactly one quantifier block. If that block is existential, p is in V3 and if it is universal,
pis in V5. Those p which assign a value to every variable in 29 ...z, are in V4 and
have outgoing edges to a vertex p;, one for each j € S. These vertices are existential

and have outgoing edges to the source vertex of each AR?’ﬁ where the assignment
[ is consistent with p. That is, if a variable x among x; .. .24, occurs among the
parameters of §; we should have 3(x) = p(z). The unique empty assignment € is the
source vertex of G.

Let ¢ be the part of ¢ after the first existential block, i.e. ¢ = Fz11 - Iz, 9. The
structure so far codes the interpretation of ¢ with each 6; replaced by equivalent alternat-
ing reachability conditions. If there is an assignment of values to the variables z1; . . . z1;,
that makes 1 true, there is an alternating path from source to target in G. However, the
converse is not true, as distinct 6; may share free variables from among 1, ... x1;, and
there is nothing in the alternating path that ensures consistency in the values they assign
to these variables. In fact, it can be shown that, in the structure described so far, there is
an alternating path from source to target if, and only if, we can assign values to the free
variables z11 ... %1y, , independently for each 0; in a way that makes 1) true. We now add
a gadget to G that ensures consistency of the assignment of these values.

G also contains a set U of vertices, disjoint from those constructed so far. There
is one vertex in U for each assignment of values from A to a subset of the variables
211 ...%1y, of size s. Thus, U contains a total of (lsl) - n® vertices. All vertices in U
are existential (i.e. in V3) and for o, 3 € U, there is an edge from « to 3 if the two
assignments agree on all variables they have in common. It is easily checked that the
maximal cliques in U are of size (lsl) There is one such clique for each assignment of
values to all /7 variables.

To connect the gadget U with the rest of the construction, we replace every vertex v
in each AR?’ﬁ with two vertices v, and v,,,. All edges into v now lead to v;, and all
edges out of v are replaced by edges out of v,,,. v, is existential if v is existential and
universal if v is universal. v;, is universal for all v and has exactly two outgoing edges,
one to vy, and the other to o € U (i.e. the element of U giving the assignment to the
parameters among x1; ..., that corresponds to the instance AR?’ﬁ ). Finally, there

is also an edge from « € U to v,,, for each vertex v in any instance of the form AR?’B .

This completes the description of G. It is not difficult to argue that G contains a
clique C' C U of size (") such that (G, C) admits a conjunctive (*!), t-restricted alter-
nating path from e to b if, and only if, A = . Indeed, if A = ¢ and +y is an assignment
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to the variables x17 . .. x1;, that witnesses this, we can choose C' to consist of all nodes
« that are consistent with . As we have argued above, this will yield the required alter-
nating path through G. Conversely, any clique C' C U of size (lsl) must correspond to
such an assignment y and thus any alternating path in G that uses only C' will provide
a witness that A = .

We omit from this sketch the construction of the formulas that show that the in-
terpretation that takes A to G can be given by first-order formulas where the num-
ber of variables is independent of k (i.e. independent of [;), but we will make two
points in this connection. One is that the total number of vertices in G is bounded by
(lsl)ns + S|t + 2n(t=1_This is a polynomial in n whose degree depends on s, ¢
and u (recall, by Lemmal] that r is a function of s) but not on /;. We use this to estab-
lish that the width of the interpretation is bounded. One subtle point is that in defining
the set U, we need to define not only all s-tuples of elements of A but to pair them
with s-element sets of variables. We do this by identifying the variables with the first [y
elements of the linear order <. We then use the fact that any fixed element of a linear
order can be identified with a formula of FO? (see, for instance, [4]]). O

5 Other First-Order Reductions

As we pointed out in Section 2] one standard definition of the class Wt] is as [p-WD-
Ht]Sfpt, i.e. the class of problems fpt-reducible to p-WD,, for some ¢ € II;. Here we
consider the class [p-WD-II;]<" ", i.e. the problems reducible by slicewise quantifier-
free reductions to p-WD,, for some ¢ € II; and show this class is most likely weaker,
in the sense that there are problems in Wt + 1] that are provably not in this class.

It is known that the alternation of quantifiers in a first-order formula yields a strict
hierarchy of increasing expressive power, even on ordered structures, in the presence of
arithmetic relations [14]. We use this to establish our result.

Say that an alternating graph G is strictly alternating if each vertex in V3 only has
edges to vertices in V4 and vice versa. We can write, for each ¢ > 1, a formula (X)) €
I1; with a free set variable X that is satisfied by a strictly alternating graph G with a set
S interpreting X if, and only if, the source vertex of G is universal and GG contains an
alternating path from a to all b € S (or for some b € S, when ¢ is even) with exactly ¢
alternations. We are able to show, by a reduction from the problems that Sipser [14] uses
to establish the strictness of the first-order quantifier alternation hierarchy, that ;1 (X)
is not equivalent to any formula of I7;, even on ordered structures with arithmetic. On
the other hand, it is not difficult to show that if p-WD,,,, <%79f p-WD,, for a formula
1 € II; then, composing 1) with the interpretation, we would obtain a formula of II,
equivalent to ¢ 1. This leads to the following theorem.

Theorem 6. For each t > 1, there is a ¢ € Il such that for any ¥ € II,
p-WD,, £579F p-WD,,.

On the other hand, for any formula ¢(X), it is easy to construct a sequence of first-order
formulas ¢ (k € N), without the variable X, that define the slices of p-WD,,. These
can be used to construct a slicewise first-order reduction of p-WD,, to a trivial problem,
giving us the following observation.
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Theorem 7. For any ¢ € FO, there is an FPT problem Q such that p-WD, <57° Q.

6 Concluding Remarks

We have considered varying the notion of reductions used in the definition of the classes
of the W -hierarchy. The results of Section [3] show that slicewise quantifier-free reduc-
tions are too weak, and slicewise first-order reductions are too strong for the purpose.
The intermediate case of slicewise bounded-variable first-order reductions is considered
in Sectiond and though these reductions are considerably weaker than fpz-reductions,
we are able to show the existence of complete problems for the classes of the W-
hierarchy. It would be interesting to investigate whether other, natural W [t]-complete
problems remain complete under these reductions. In particular, is it the case that the
closure of p-WD-ITI; under such reductions is all of Wt]?
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