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The revolutionary idea that defines the boundary between modern times and the past is the mastery of risk: the notion that the future is more than a whim of the gods and that men and women are not passive before nature. Until human beings discovered a way across that boundary, the future was the mirror of the past or the murky domain of oracles and soothsayers who held a monopoly over knowledge of anticipated events.

— Peter Bernstein, Against the Gods: The Remarkable Story of Risk

Peter Bernstein describes a fascinating rite of passage that Western civilization completed to enter the modern era. In many ways, this passage is only just beginning with computer security. Since the dawn of modern computing, computer security has been left in the hands of “computer security experts,” chiefly technologists whose technical understanding qualified them to shoulder the responsibility of keeping computers and their valuable information safe. The rapid growth of society’s dependence upon information systems, the Internet being one of the most prominent examples, has precipitated a growing apprehension about the security and reliability of this fragile infrastructure.  Recognizing that human behavior plays a significant role in computer security, often superseding the technological aspects, many organizations are shifting computer and information security responsibility away from computer security technologists and into the hands of professional risk managers.

Incentives for Change

The challenges facing computer security risk management are not unique. Financial markets, the insurance industry, and others have dealt with risks in the face of uncertainty, lack of adequate statistics, and technological changes. As Bernstein’s hallmark of the modern era comes to computer security, risk will be measured, distributed, mitigated, and accepted. Data will be collected, and standards will be established. Three driving forces will motivate and shape the emergence of a new quantitative framework: insurance needs, liability exposure, and market competition.


Insurance companies, sensing an enormous market opportunity, are already testing the waters of computer-security-related products. Safeware, American Insurance Group, Zurich, and others now offer a variety of policies with coverage ranging from hardware replacement to full information-asset protection. As claims are made against these policies, the industry will begin building actuarial tables upon which it will base premiums. Inevitably, classifications of security postures will develop, and an organization’s security rating will dictate the coverage it can obtain and the premium it must pay. These advances are inescapable and not dependent upon the cooperation of organizations in an information-sharing regime. At present, one of the major obstacles preventing the production of actuarial tables is the widespread reticence to share the little data that has been collected. However, with the widening role of insurance, information sharing must, at some level, take place for claims to be filed and compensation for losses to occur. In this way, metrics of safeguard efficacy, incident rates, and consequences will emerge, and a new quantitative risk framework will begin to take shape.


Avoidance of legal liability is commonly cited as a reason for improving information security. Organizations often find themselves in possession of confidential or proprietary information belonging to third parties with whom they have no formal agreement. If that information should be somehow lost or stolen, thus causing injury to its original owner, the organization may be liable. Under the strictures of tort law, the somewhat vague standard of the “reasonable man” is used to judge liability of negligence.
  In United States vs. Carroll Towing Company, 1947, Judge Learned Hand articulated a formula that has gone on to become one of the defining tests of negligence. 
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The costs of avoiding an accident and the expected cost of the accident “must be compared at the margin, by measuring the costs and benefits of small increments in safety and stopping investing in more safety at the point where another dollar spent would yield a dollar or less in added safety."
  Thus, the threat of legal liability creates an incentive for organizations to collect the necessary data to justify their information security policies with credible assessments of risk. 


Competitive market forces are probably the last great engines of change that will force companies to protect their information assets efficiently. Regardless of the risk-management strategy pursued, whether it be ALE-based assessment, scenario analysis, best practices, or some other, the marketplace will ultimately govern whether that strategy was an efficient use of resources. Those companies that secure their assets cost-effectively will gain a competitive advantage over those who do not. Thus, businesses that over-protect will have spent too much on security, and those that under-protect will suffer greater losses as a result of ensuing security breaches.  

The recent economic downturn has had a profound effect upon business information technology spending.  Information security officers are now being held accountable for the costs of security and compelled to demonstrate the value that these investments are returning back to their companies.  The old standbys of fear, uncertainty, and doubt are no longer sufficient justification for security investments.  Quantitative techniques for understanding, measuring, analyzing, and ultimately managing risks will become essential if they are to meet this new challenge.  

Risk Management

A formal risk framework can be a useful tool for decomposing the problem of computer security strategy.  In such a framework, risks are assessed by evaluating preferences, estimating consequences of undesirable events, predicting the likelihood of such events, and weighing the merits of different courses of action. In this context, risk is formally defined as a set of ordered pairs of outcomes (O) and their associated likelihoods (L) of occurrence.


Risk ( {(L1, O1), . . . , (Li, Oi), . . . , (Ln, On)}

(1)


Risk assessment is the process of identifying, characterizing, and understanding risk; that is, studying, analyzing, and describing the set of outcomes and likelihoods for a given endeavor. Risk management is a policy process wherein alternative strategies for dealing with risk are weighed and decisions about acceptable risks are made. The strategies consist of policy options that have varying effects on risk, including the reduction, removal, or reallocation of risk. In the end, an acceptable level of risk is determined and a strategy for achieving that level of risk is adopted. Cost-benefit calculations, assessments of risk tolerance, and quantification of preferences are often involved in this decision-making process.

In 1979, the National Bureau of Standards published its Federal Information Processing Standard (FIPS) 65, Guideline for Automatic Data Processing Risk Analysis.
 The document set the risk assessment standard for large data-processing centers and also proposed a new metric for measuring computer-related risks: Annual Loss Expectancy (ALE). 
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Although ALE was never itself enshrined as a standard, many treated it as such in subsequent work on risk-management model development.
 The metric’s appeal rests in its combination of both risk components into a single number. This simplicity is also its primary drawback.  The blending of the two quantities has the disadvantage of being unable to distinguish between high-frequency, low-impact events and low-frequency, high-impact events. In many situations, the former may be tolerable while the latter may be catastrophic.

In Understanding Risk: Informing Decisions in a Democratic Society.
 The National Research Council coined the phrase “risk characterization,” to mean a summary of technical analysis results for use by a decision maker that should necessarily be a decision-driven activity, directed toward informing choices and solving problems. Risk characterization should emerge from

an analytic-deliberative process . . . [whose] success depends critically on systematic analysis that is appropriate to the problem, responds to the needs of the interested and affected parties, and treats uncertainties of importance to the decision problem in a comprehensible way. Success also depends on deliberations that formulate the decision problem, guide analysis to improve decision participants’ understanding, seek the meaning of analytic findings and uncertainties, and improve the ability of interested and affected parties to participate effectively in the risk decision process.


Although the National Research Council’s report concentrates specifically on a public-policy process, its lessons are nevertheless instructive for private organizations. Casting risk characterization as a decision-driven activity recognizes the fact that some policy will be inevitably chosen, even if that policy is to do nothing. Implicit in this decision are assessments of key variables and determinations of value trade-offs, and the proper role of risk modeling is to make those assessments and determinations explicit for decision makers. This process allows decision makers to better understand the ramifications of their choices, to weigh their beliefs within the decision framework, and to be cognizant of the underlying assumptions upon which their decision will be based.


Decision-driven analyses of complex problems involving uncertainty, incomplete data, and large investments are not unknown to private industry. The business literature is replete with books and articles describing how companies can better manage their research and development portfolios, product transitions, inventory maintenance, and a myriad of other problems common to businesses.
  Combining these concepts of ALE, decision-driven risk characterization and business modeling, I propose a candidate quantitative decision analysis framework for assessing and managing computer security risks. 

Decision Analysis
The application of statistical decision theory to management problems traces its roots to the seminal work of Raiffa and Schlaifer in 1961
 with considerable refinement by Howard in 1966.
 The term “decision analysis” was coined by Howard to refer specifically to the formal procedure for analyzing decision problems outlined in his article and subsequent research. At its core, decision analysis is a reductionist modeling approach that dissects decision problems into constituent parts: decisions to be made, uncertainties that make decisions difficult, and preferences used to value outcomes.


Decision analysis offers several key advantages that recommend it well to the problem of computer security risk management. First, as its name implies, it is necessarily a decision-driven modeling technique. Second, its incorporation of probability theory provides it tools to capture, clarify, and convey uncertainty and the implications of uncertainty. Third, and probably most important, decision analysis utilizes influence diagrams as a common graphical language for encapsulating and communicating the collective knowledge of an organization, thus facilitating consensus-building.

As with any modeling effort, a balance must be struck between model fidelity and tractability. As it has been applied in professional practice, decision analysis tends to approach this balance from the side of model tractability. Through an iterative process of progressive refinement, decision models evolve, becoming more complex as model analysis, data availability, and data relevance indicate a need for and capability of providing greater detail. 

The decision analysis approach offers several key advantages that address many of the criticisms leveled against past risk models. The approach recognizes that a decision will be made and provides tools for making explicit the roles of expert judgment, past data, and underlying assumptions in the risk assessment. Its top-down, iterative framework prevents the analysis from becoming mired in more detail than is practicable. By starting with a simple problem formulation and using analysis to dictate where greater modeling effort and additional information should be focused, decision modeling is able to keep a tight rein on model complexity. Influence diagramming, with its common language and process for achieving consensus, helps to address deployment issues. Although no modeling technique can completely compensate for a lack of good data, the use of probability distributions to express the limits of knowledge can curtail or even avert controversies over poor data or expert judgments. The data-dependence of this modeling approach grounds the analysis in quantifiable reality and encourages the systematic collection of supporting data to update and improve the risk model.  The forced explication of underlying assumptions about key quantities in a risk assessment provides a context for understanding the decision alternatives and the biases of the people involved. The adaptability and extensibility of the modeling approach make it generically applicable to virtually any computer security risk-management decision. The tools of decision analysis can be adroitly applied in a process of progressive refinement to balance model fidelity with tractability.

Conclusion

A case study example using this approach can be found in a working paper of the same name as this article.
 In it, I was able to demonstrate how uncertain data and expert judgments could be combined in the proposed decision-analysis framework to inform decisions about computer security risk management. The model analysis demonstrated the relative importance of different input variables and assumptions, the value of additional information and where future model efforts should be focused, and the risk trade-offs between competing policies. Using publicly available, anecdotal data, the model showed quite convincingly that the current level of reported computer-security-related risks warranted only the most inexpensive of additional safeguards. Unless the costs and consequences of computer security breaches used were radically erroneous, the optimal solution for managing computer security risks called for very minimal security measures. Thus, the reluctance of both private and government organizations to pursue computer security aggressively may have been well justified at the time. Of course, this conclusion is very weak because the model relied upon anecdotal data that many security experts agree underestimate the true extent and consequences of computer crime.


Computer security risk management today is only just beginning to answer with quantitative rigor the question, “How much is enough?”  The trends in insurance, legal liability, and market competition will only expedite this process. As society’s dependence upon digital computing and telecommunications increases, the need for quantitative computer security risk management will become ever more acute.  Computer security risk management will be compelled to abandon the folk-art ways of its past, journey through Bernstein’s rite of passage to the modern era, and assume its rightful place alongside other once-inscrutable risks that are now actively and effectively managed.
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