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#### Abstract

Accurate and fine-grained prediction of future user location and geographical profile has interesting and promising applications including targeted content service, advertisement dissemination for mobile users, and recreational social networking tools for smart-phones. Existing techniques based on linear and probabilistic models are not able to provide accurate prediction of the location patterns from a spatio-temporal perspective, especially for long-term estimation. More specifically, they are able to only forecast the next location of a user, but not his/her arrival time and residence time, i.e., the interval of time spent in that location. Moreover, these techniques are often based on prediction models that are not able to extend predictions further in the future. In this paper we present NextPlace, a novel approach to location prediction based on nonlinear time series analysis of the arrival and residence times of users in relevant places. NextPlace focuses on the predictability of single users when they visit their most important places, rather than on the transitions between different locations. We report about our evaluation using four different datasets and we compare our forecasting results to those obtained by means of the prediction techniques proposed in the literature. We show how we achieve higher performance compared to other predictors and also more stability over time, with an overall prediction precision of up to $90 \%$ and a performance increment of at least $50 \%$ with respect to the state of the art.


## 1 Introduction

The ability to predict future locations of people allows for a rich set of novel pervasive applications and systems: accurate content dissemination of location related information such as advertisement, leisure events reports and notifications [1,20] could be implemented in a more effective way, avoiding the delivery of information to uninterested users, and, therefore providing, a better user experience. For example, by exploiting the availability of future location information, Web search engines such as Google, Bing or Yahoo! and location-based social network services such as Facebook Places and Foursquare may provide "location-aware" sponsored advertisements together with search results that are relevant to the predicted user movement patterns.

The increasing popularity of smart-phones equipped with GPS sensors makes locationaware computing a reality. Even in the case of devices where this information is not currently available, location can be roughly estimated by means of triangulation and cell estimation techniques or by profiling places through the analysis of the MAC addresses advertised by nearby devices and 802.11 access points [17]. In addition, these devices are increasingly always connected to the Internet, at least in areas where GPRS/EDGE or WiFi connectivity is present. Therefore, information about the current positions of users can be transmitted to a back-end server, where analysis of the data can be performed at run-time in order to predict future location patterns.

In this paper we propose NextPlace, a new prediction framework based on nonlinear time series analysis [12] for forecasting user behavior in different locations from a spatio-temporal point of view. NextPlace focuses on the temporal predictability of users presence when they visit their most important places. We do not focus on the transitions between different locations: instead, we focus on the estimation of the duration of a visit to a certain location and of the intervals between two subsequent visits. The existing techniques are able to forecast the next location of a user, but not his/her arrival and residence time, i.e., the interval of time spent in that location. Moreover, these techniques are often based on prediction models that are not able to extend predictions further in the future, since they mainly focus on the next movement of a user [ $2,14,16,19,23,26]$.

We focus instead on patterns of residence in the set of locations that are more frequently visited by users. We show that, at least in the datasets under analysis, human presence in important places is characterized by a behavior that, even if at first glance seems apparently random, can be effectively captured by nonlinear models. Predictions are based on the collection of movement data that can be of different types: sets of GPS coordinates, registration patterns to access points or also information about presence in locations by means of passive and active transponders (such as badges). In addition, check-ins performed in location-based social networking services can be exploited to acquire movement data.

The proposed prediction technique consists of two steps. Firstly, we need to identify significant locations among which users move more frequently. Secondly, we apply a model able to predict user presence within these locations and relative residence time by means of techniques drawn from nonlinear time series analysis [12]. More specifically, the contribution of this paper can be summarized as follows:

- We describe NextPlace, a novel approach to user location prediction based on nonlinear time series analysis of visits that users pay to their most significant locations. NextPlace estimates the time of the future visits and expected residence time in those locations.
- We analyze four datasets of human movements: two GPS-based (representing respectively the positions of the users involved in the deployment of the CenceMe application at Dartmouth College [21] and the locations of cabs in San Francisco [24]) and two containing registration patterns of WiFi access points (at Dartmouth College [15] and within the Ile Sans Fils wireless network in Montreal, Canada [18]). We identify regularity and, more specifically, some previously uncaptured degree of determinism in patterns of user visits to their significant places by means of nonlinear analysis.
- We evaluate NextPlace comparing it with a probabilistic technique based on spatiotemporal Markov predictors [26] and with a linear model [6]. We report an overall prediction precision over the four datasets of up to $90 \%$, with precision of up to $65 \%$ even after a number of hours, and a performance increment of at least $50 \%$ over Markov-based predictors. We show how the adoption of a nonlinear prediction framework can improve forecasting precision with respect to other techniques even for long-term predictions.

The rest of this paper is organized as follows: Section 2 describes NextPlace and its novel approach to prediction based on nonlinear time series analysis as well as illustrates the techniques we use for the extraction of significant places. Section 3 presents the implementation issues and the validation of our approach using real-world measurements, also reporting the results of the evaluation of our method against other predictors. Section 4 discusses related work and Section 5 concludes the paper illustrating potential future work.

## 2 Predicting Spatio-temporal Properties of Mobile Users

Any prediction of future user behavior is based on the assumption of determinism. From a practical point of view, determinism simply means that future events are determined by past events, so that every time a particular configuration or situation is observed, the same (or a similar) outcome will follow. Since in human societies daily and weekly routines are well-established, human activities are characterized by a certain degree of regularity and predictability [8].

The intuition behind NextPlace is that the sequence of important locations that an individual visits every day is more or less fixed, with only minor variations that are also usually deterministically defined. As an example, if a woman periodically goes to the gym on Mondays and Thursdays, she may change her routine for those days, but the changed routine will be more or less the same over different weeks. Therefore, the sequence of events may still be predictable.

From a formal point of view, let us consider a certain number of mobile users, where user $i$ freely moves among different locations. For the moment, we do not explicitly focus on how these locations can be identified, and only assume that the start time and the duration of each visit of a user to a given location can be determined. A visit of a user is simply defined by the tuple $(u, l, t, d)$, where $t$ and $d$ are respectively the time of arrival and the residence time of user $u$ in location $l$. It is worth noting that this approach does not model movements but, rather, residence time in some locations, hence, it can also be adopted in systems without any spatial or geographical information about locations, i.e., access points in 802.11 WLANs.

We now introduce the two steps of NextPlace and the basic theory behind them. We first describe how we isolate the user's significant places, exploiting the technique proposed by Kim et al. in [14]. Then, we describe our novel method for the estimation of future times of arrival and residence times in the different significant places and how we exploit this prediction to compute accurate estimation of where the user will be after a given time interval. Finally, we describe the mathematical details of the prediction techniques behind our approach.


Fig. 1: Example of frequency map using GPS traces. Higher peaks in (a) reveal places where user spent most of their time and which represent its significant locations: in (b) we show some visits to these significant places reported on a geographical map.

### 2.1 Significant Places Extraction

In this section we present two methods we use to extract significant locations from both GPS information and WiFi association logs, the two most commonly available sources of data about user movements.

Extracting Places from GPS Data Many solutions for the extraction of significant places from GPS measurements have been presented in the literature [2, 11, 28]. We choose one that is based on the residence time of a user to quantify the importance of a place for him/her: the intuition being that permanence at a place is directly proportional to the importance that is attributed to it by the user.

As proposed in [14], we apply a 2-D Gaussian distribution weighted by the residence time at each GPS point. This means that at each point the Gaussian distribution uniformly contributes also to nearby points, smoothing out values that are close together. The value of the variance for the Gaussian distributions that we choose is $\sigma=10$ meters, which is related to the average GPS accuracy ${ }^{5}$. The resulting frequency map contains peaks which give information about the position of popular locations: we consider regions that are above a certain threshold $T$ as significant places. The threshold $T$ can be chosen as a fraction of the maximum value of the frequency map. We will show the application of this technique and how the value of the threshold $T$ can be selected using two GPS-based datasets in Section 3.

In Figure 1(a) a close-up of a frequency map is shown: when a threshold is applied to the map, only higher peaks are selected and each peak generates an area defined

[^0]by a continuous boundary. All GPS points within that area result in visits to the same significant place. As an example, if we choose a threshold equal to $15 \%$ of the highest peak of the map, we obtain the visits to significant places shown over the area map in Figure 1(b).

Extracting Places from WiFi Logs Alternatively, we can derive significant places from user registrations to 802.11 access points. Since these access points are fixed and easily identifiable from their globally unique MAC address, this information can be exploited to extract visit patterns to a set of locations in a straightforward manner. From this point of view, the most frequently seen access points are natural candidates to represent significant places. Hence, we can define as popular places for a user the access points he/she connects to more often, providing that a sufficient number of visits has been recorded to a given access point. More specifically, we define an access point as a significant place for a certain user if this user has a sequence of at least $n$ visits to the access point, in order to filter out all the access points that are seldom visited and to have a sufficient number of observations from a statistical point of view. For the analysis presented in this paper, we select $n$ equal to 20 .

### 2.2 Predicting User Behavior

We now describe NextPlace's location prediction algorithm: in order to obtain an estimation of the future behavior, the history of visits of a user to each of its significant locations is considered. Then, for each location we try to predict when the next visits will take place and for how long they will last. After this estimation, the predictions obtained for different locations is analyzed, in order to produce a unique prediction of where the user will be at a given future instant of time. A theoretical foundation of this technique is described in Section 2.3.

For each user we keep track of all previous visits to a set of locations, that is, for each visit we consider the instant when it started and how long it lasted. The algorithm predicts the next visits to a given location by means of the previous history of visits $\left(\left(t_{1}, d_{1}\right),\left(t_{2}, d_{2}\right), \ldots,\left(t_{n}, d_{n}\right)\right):$

1. two time series are created from the sequence of previous visits: the time series of the visit daily start times $C$ and the time series of the visit durations $D$ defined as follows:

$$
\begin{aligned}
C & =\left(c_{1}, c_{2}, \ldots, c_{n}\right) \\
D & =\left(d_{1}, d_{2}, \ldots, d_{n}\right)
\end{aligned}
$$

where $c_{i}$ is the time of the day in seconds corresponding to the time instant $t_{i}$ (i.e., $c_{i}$ is in the range $[0,86400]$ );
2. we search in the time series $C$ sequences of $m$ consecutive values $\left(c_{i-m+1}, \ldots, c_{i}\right)$ that are closely similar to the last $m$ values $\left(c_{n-m+1}, \ldots, c_{n}\right)^{6}$;
3. the next value of time series $C$ is estimated by averaging all the values $c_{i+1}$ that follow each found sequence;

[^1]4. at the same time, in time series $D$ the corresponding sequences $\left(d_{i-m+1}, \ldots, d_{i}\right)$ are selected; the sequences have to be located exactly at the same indexes as those in $C$;
5. the next value of time series $D$ is then estimated by averaging all the values $d_{i+1}$ that follow these sequences.

As an example, if the last three visits of a certain user to a location are Monday at $6: 30 \mathrm{pm}$, Monday at $10: 00 \mathrm{pm}$ and Tuesday at $8: 15 \mathrm{am}$, we analyze the history of visits in order to find sequences that are numerically close to $(6: 30 \mathrm{pm}, 10: 00 \mathrm{pm}, 8: 15 \mathrm{am})$, i.e. $(6: 10 \mathrm{pm}, 9: 50 \mathrm{pm}, 8: 35 \mathrm{am})$ and $(6: 35 \mathrm{pm}, 10: 10 \mathrm{pm}, 8: 00 \mathrm{am})$ : then, assuming that the next visits that follow these subsequences start at $1: 10 \mathrm{pm}$ and $12: 40 \mathrm{pm}$ and last for 40 and 30 minutes respectively, we estimate the next visit at $12: 55 \mathrm{pm}$ for 35 minutes, averaging both arrival times and duration times.

The main idea behind this algorithm is the assumption that human behavior is strongly determined by daily patterns: the sequence of visit start times is therefore mapped to a 24-hour time interval, focusing only on the start time of each visit. The choice of the value $m$ has an impact on the accuracy of the prediction: in fact, this can be improved by taking into account more visits in order to identify particular patterns that may be present only in certain intervals of time such as specific days.

We can generalize this algorithm to predict not only the next visit to a location, but also successive visits in the future: in fact, we can choose to average together not only the next values of each subsequences but also values that are 2 or more steps ahead. However, the prediction of time series can become inaccurate when adopted to calculate further values in the future [12].

Since we can predict when the future visits to all significant locations will start and for how long they will last, we can design a simple method to predict the location where the user will be at a given time in the future. Let us suppose that at time $T$ we want to predict in which significant location user $i$ will be after $\Delta T$ seconds. Then, the following steps are performed:

1. for each location the sequence of the next $k$ visits (starting with $k=1$ ) are predicted and a global sequence of all predicted visits $\left(l o c_{1}, t_{1}, d_{1}\right), \ldots,\left(l o c_{n}, t_{n}, d_{n}\right)$ is created, with $t_{1} \leq \cdots \leq t_{n}$;
2. if there is a prediction $\left(l o c_{i}, t_{i}, d_{i}\right)$ which satisfies $t_{i} \leq T+\Delta T \leq t_{i}+d_{i}$, then $l o c_{i}$ is returned as predicted location (in case several predictions exist which satisfy the predicate, we choose at random between them);
3. if no prediction satisfies the condition stated above, there are two cases: if the minimum start time $t_{1}$ of the current predicted visits is smaller than $T+\Delta T$, then prediction needs to be extended further in the future in order to find a suitable visit, thus the parameter $k$ is doubled and the algorithm is repeated considering new predicted visits. Otherwise, extending the prediction provides visits which start after $T+\Delta T$ and which cannot be exploited for prediction: thus, the algorithm terminates returning that the user will not be in any significant location.

Note that it is realistic for a user to be predicted as being outside the set of significant places (e.g., maybe transitioning from one to another) and that our technique is also able to predict this state.

### 2.3 Nonlinear Prediction Framework: Key Concepts and Practical Implementation Issues

In this section we provide a brief overview of the key concepts at the basis of the forecasting framework and we discuss the practical issues in implementing it.

In this work we adopt a prediction technique inspired by nonlinear time series analysis [12]. A time series can be seen as a collection of scalar observations of a given system made sequentially in time and spaced at uniform time intervals, albeit this last assumption can be relaxed to allow any kind of temporal measurement pattern [6].

While the scalar sequence of values contained in a time series may appear completely unrelated to the underlying system, it is possible to uncover the characteristics of its dynamic evolution by analyzing sub-sequences of the time series itself. In order to investigate the structure of the original system, the time series values must be transformed in a sequence of vectors with a technique called delay embedding.

More formally, a time series $\left(s_{0}, s_{1}, \ldots, s_{N}\right)$ can be embedded in a $m$-dimensional space by defining an appropriate delay $\nu$ and then creating a delay vector reconstruction for the time series value $s_{n}$ as follows:

$$
\beta_{n}=\left[s_{n-(m-1) \nu}, s_{n-(m-2) \nu}, \ldots, s_{n-\nu}, s_{n}\right]
$$

where all vectors $\beta_{n}$ have $m$ components and are defined in a so called embedding space. Note that $m$ is the parameter used in the algorithm described in Section 2.2.

The values of the parameters $m$ and $\nu$ greatly affect the accuracy of the representation. Nonetheless, a fundamental mathematical result (the so-called embedding theorem [12]) ensures that a suitable value for $m$ does exist and is related to the complexity of the underlying system. At the same time, $\nu$ might be chosen to represent a suitable time scale of the phenomenon, since consecutive values in the time series should not be too strongly correlated to each other.

An effective predictive model can be generated directly from time series data through the delay embedding. Let us suppose that a prediction for the value $s_{N+\Delta n}$, a time $\Delta n$ ahead of $N$, must be made for the time series $\left(s_{0}, s_{1}, \ldots, s_{N}\right)$. The steps of the prediction process are as follows:

1. The time series is embedded in a $m$-dimensional space by defining an appropriate time delay $\nu$ and then creating the related embedding space;
2. The embedding space is searched for all the vectors that are close, with respect to some given metric distance, to vector $\beta_{N}$ : more formally, a neighborhood $U_{\epsilon}\left(\beta_{N}\right)$ of radius $\epsilon$ around the vector $\beta_{N}$ is created;
3. Since determinism involves that future events are set causally by past events, and since all vectors $\beta_{n} \in U_{\epsilon}\left(\beta_{N}\right)$ describe past events similar to the past events of $\beta_{N}$, the prediction $p_{N+\Delta n}$ is taken as the average of all the values $s_{n+\Delta n}$

$$
p_{N+\Delta n}=\frac{1}{\left|U_{\epsilon}\left(\beta_{N}\right)\right|} \sum_{\beta_{n} \in U_{\epsilon}\left(\beta_{N}\right)} s_{n+\Delta n}
$$

where $\left|U_{\epsilon}\left(\beta_{N}\right)\right|$ denotes the number of elements of the neighborhood $U_{\epsilon}\left(\beta_{N}\right)$. The value of $\epsilon$ should be chosen in order to obtain a sufficient number of vectors for the prediction.

Intuitively, this algorithm searches the past history to find sequences of values that are very similar to the recent history: assuming that the evolution is ruled by deterministic patterns, a given state will always be followed by the same outcome.

In our implementation we have chosen $\nu=1$, since we do not have to deal with particular time scales which require to skip some values of our time series. As suggested in [12], the radius $\epsilon$ of the vector neighborhood is chosen in order to be $10 \%$ of the standard deviation of each time series: this value allows us to obtain enough vectors to perform prediction and, at the same time, filters out vectors that are not close to $\beta_{N}$.

We note that for each prediction all vectors in the embedding space have to be considered and searched. For this reason, it is wise to use an efficient method to find nearest neighbors in the embedding space: the main computational burden is the calculation of the neighborhood $U_{\epsilon}\left(\beta_{N}\right)$ and the asymptotic complexity $O\left(N^{2}\right)$ can be reduced to $O(N \log N)$ with binary trees or even to $O(N)$ with a box-assisted search algorithm [25], which is the method we implement.

## 3 Validation of the Prediction Framework using Real-world Measurements

In this section we introduce the datasets used in our analysis and we describe how we process them in order to extract significant places. Then, we investigate the predictability of the time series extracted from sequences of visits of each user to his/her significant locations, using standard metrics adopted in time series analysis. Finally, we compare NextPlace prediction performance against other prediction methods.

### 3.1 Datasets

For the evaluation of our approach we choose four different datasets of human movements:

1. Cabspotting This dataset is composed of movement traces of taxi cabs in San Francisco, USA, with GPS coordinates of approximately 500 taxis collected over 30 days in the San Francisco Bay Area. Each vehicle is equipped with a GPS tracking device that is used by dispatchers to efficiently reach customers [24]. The average time interval between two consecutive GPS measurements is less than 60 seconds.
2. CenceMe GPS This dataset was collected during the deployment of CenceMe [21], a system for recreational personal sensing, at Dartmouth College. The GPS data was collected by means of 20 Nokia N95 phones carried by postgraduate students and staff members from the Department of Computer Science and the Department of Biology.
3. Dartmouth WiFi This dataset was extracted from the SNMP logs of the WiFi LAN of the Dartmouth College campus. The compact nature of the campus means that the signal range of interior APs extends to most of the campus outdoor areas. Between 2001 and 2004 data about traffic in the access points was collected through three techniques: syslog events, SNMP polls, and network sniffers $[9,15]$.

| Dataset | $N$ | $V$ | $P$ | $p$ | $v$ | $D[\mathrm{~s}]$ | Trace length | Significant time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cabspotting | 252 | 150612 | 6122 | 24.29 | 597 | 231 | 23 days | $7.27 \%$ |
| CenceMe GPS | 19 | 3832 | 225 | 11.84 | 201 | 696 | 12 days | $14.74 \%$ |
| Dartmouth WiFi | 2043 | 772217 | 539 | 17.87 | 377 | 2094 | 60 days | $11.24 \%$ |
| Ile Sans Fils | 804 | 142407 | 173 | 3.61 | 177 | 5296 | 370 days | $0.18 \%$ |

Table 1: Properties of the different datasets: total number of users $N$, total number of visits $V$, total number of significant places $P$, average number of significant places per user $p$, average number of visits per user $v$, average residence time in a place $D$ (seconds), total trace length and average proportion of time spent by each user in significant places.
4. Ile Sans Fils Ile Sans Fils [18] is a non-profit organization which operates a network of free WiFi hotspots in Montreal, Canada. It now counts over 45,000 users with 140 hotspots located in publicly accessible spaces. These hotspots are deployed mostly in cafes, restaurants and bars, libraries, but also outdoor to cover parks and sections of popular commercial streets.

We choose a subset of regularly active users for each original dataset, filtering out all the users that appear only a few times and for which prediction may be worthless. In Table 1 we report some important characteristics and metrics of the resulting datasets.

### 3.2 Practical Issues

In order to extract significant places for each user in the Cabspotting and CenceMe GPS datasets, which are composed of GPS measurements, we need to choose a suitable threshold $T$ for the frequency map. Thus, we investigate how the average number of significant places per user changes as a function of the threshold itself. As reported in Figure 2(a), the average number of places decreases as the threshold increases: for the Cabspotting dataset a suitable choice is $T=0.10$, where the curve changes its slope, which denotes the transition from a situation with many unimportant significant areas to a situation with less but probably more important places. However, in the case of the CenceMe GPS dataset such transition does not occur: hence, we investigate how the percentage of time spent in significant locations changes with $T$, as reported in Figure 2(b): this percentage quickly decreases with $T$ but the steepness of the curve changes at $T=0.15$. Hence, we choose the value of $T=0.15$ for this dataset. These values of $T$ result in an average number of about 24 and 12 places per user for the Cabspotting and CenceMe GPS datasets, respectively.

When dealing with GPS measurements, the duration of a visit can be computed as the difference between two consecutive GPS samples. However, the GPS measurement process usually involves a periodic sampling of the location. When the user is located for a long time interval inside the same region, this results in several successive short visits being recorded, whose length depends on the adopted sampling interval. The same problem may occur with WiFi association logs: since WiFi connectivity may be intermittently available and handoff mechanisms are in place in this type of network infrastructure, a long residence time may be split in several shorter sessions.


Fig. 2: Average number of significant places per user (a) and percentage of time spent in significant locations (b) as a function of the threshold $T$ of the frequency map for the Cabspotting dataset and the CenceMe GPS dataset.

In order to infer a more accurate residence time of the user in a certain region, we apply a merging procedure to the dataset of the sequence of visits. Given a sequence of visits to the same location $\left(t_{1}, d_{1}\right),\left(t_{2}, d_{2}\right), \ldots\left(t_{n}, d_{n}\right)$, if the end time of a visit is close to the start time of the next one, that is if $t_{i+1}-\left(t_{i}+d_{i}\right) \leq \delta$, we merge them in a new visit starting at $t_{i}$ and ending at $t_{i+1}+d_{i+1}$. In this way the visits obtained are more likely to mimic the real patterns of presence of users, thus improving prediction. We adopted the value of $\delta=60$ seconds for the Cabspotting dataset and $\delta=180$ seconds for the CenceMe GPS dataset, since these are the values of the scanning period for the GPS data acquisition. On the other hand, we apply the same merging procedure to WiFi association logs in the Dartmouth and Ile Sans Fils datasets with a value of $\delta=300$ seconds, in order to filter out casual disconnections from the access point which may last for few minutes.

From a statistical point of view, these datasets show different characteristics, as reported in Table 1: while Cabspotting, Dartmouth WiFi and Ile Sans Fils contain measurements for hundreds or thousands of users, CenceMe GPS consists of data related to a smaller group of moving users. On average about 12 significant locations have been recorded for each user in the CenceMe GPS dataset. In the Dartmouth WiFi and Cabspotting datasets the number of significant places is 18 and 24, respectively. On the other hand, in the Ile Sans Fils dataset we have less than 4 significant locations per user. This is due to the fact that the Ile Sans Fils dataset contains association logs with access points located in public spaces, thus, a large portion of individuals are seen just in few locations. In fact, public access point are not likely to capture some important places for a given user, such as his/her home and working place. There are also differences in the residence time of users in their significant locations: while for Ile Sans Fils and Dartmouth WiFi the average residence time is about 90 and 30 minutes, in the Cabspotting and CenceMe GPS datasets it is about 5 and 10 minutes.

Finally, the amount of time spent in significant locations is crucial to the investigation of the performance of the location prediction technique. While in the CenceMe GPS and in the Dartmouth WiFi datasets each user spends on average $14.74 \%$ and $11.24 \%$ of their time in a significant location, this value drops to $7.27 \%$ in the Cabspot-


Fig. 3: Cumulative Distribution Function of the predictability error of the time series of the start instants extracted from the various datasets. We report the results for different values of the embedding dimension $m$ adopted in the prediction method.
ting dataset and to $0.18 \%$ in the Ile Sans Fils dataset, since it covers a longer period of time (more than one year) and many of its users are present less regularly than in the other datasets.

### 3.3 Time Series Predictability Test

In order to exploit time series techniques to predict user behavior, we first need to investigate if determinism is present in the extracted time series. In other words, we want to evaluate the predictability of these time series.

Let us consider a time series $\left(s_{0}, s_{1}, \ldots, s_{N}\right)$. If a real measurement for $s_{N+1}$ is given, the prediction error is the difference between $s_{N+1}$ and the predicted value $p_{N+1}$. Given a prediction technique, it is possible to obtain predicted values $\left(p_{0}, p_{1}, \ldots, p_{N}\right)$ for the whole time series. Then, the mean quadratic prediction error can be evaluated as $\varepsilon=\frac{1}{N} \sum_{n=1}^{N}\left(s_{n}-p_{n}\right)^{2}$. Large values of $\varepsilon$ indicate that the prediction is not accurate and the time series is not predictable.

The evaluation of $\varepsilon$ is based on the comparison to the variance $\sigma^{2}$ of the time series: thus, a convenient way of deciding whether $\varepsilon$ is small or large is to take the ratio $\frac{\varepsilon}{\sigma^{2}}$, which is the predictability error: if this ratio is close to 1 , then, the mean quadratic prediction error is large, while if it is close to 0 , the mean quadratic prediction error is small. We refer to this ratio as the predictability error of a prediction algorithm. The
absolute error value $\varepsilon$ may be meaningless if not compared to the average amount of fluctuations a time series exhibits: by dividing by the variance of the series we can normalize the error and compare the prediction accuracy for different time series.

We exploit this metric to evaluate whether the time series extracted from user visits in the different datasets are predictable. We divide each dataset in two halves: we use the first half to build the model and we compute predicted values of the second half and vice versa. A value equal to 1 means that no determinism is present in the time series, since in this case the predictor has the same accuracy of the simple average value, whereas a value closer to 0 indicates a high degree of determinism.

In Figure 3 we show the Cumulative Distribution Function of the predictability error for the time series of the visit start times for different values of the embedding dimension $m$. We have also investigated the predictability error for the time series of visit end times, obtaining similar results, which we do not show due to space limitations. On average, a large proportion of users exhibit predictability: in the Dartmouth WiFi dataset $80 \%$ of the time series show predictability error smaller than 1 , whereas in the CenceMe GPS and Cabspotting datasets the same figure is $70 \%$ and it drops to $40 \%$ in the Ile Sans Fils dataset, which show less predictability than the others. This is due to the fact that visits may not occur every day with the same pattern for access points in public places, since different individuals are likely to show less regularity in public space than in more personal locations as living or working places, which are not present in this dataset. Moreover, in all datasets the predictability error is lower for higher values of the embedding dimension $m$ : this confirms that nonlinear methods improve prediction quality, since they are able to capture and recognise specific patterns of visits and to estimate when the next visit will be. However, we have noticed that values of $m \geq 4$ show worse performance because we do not have sufficient statistics in order to make a correct prediction.

Interestingly, we expected to observe a lower degree of regularity in the Cabspotting traces, since the movements of a taxi are related to the destinations of the different customers and these destinations can be hardly predictable. Nonetheless, we were able to identify a set of places among which taxis move with more regular patterns. These places correspond to areas where taxi drivers periodically go and wait for new customers, such as touristic locations, shopping malls, cinemas, and they tend to exhibit regular and predictable patterns.

### 3.4 Evaluating Prediction Accuracy

We compare the performance of NextPlace with those of other two methods: a state-of-the-art Markov-based spatio-temporal predictor and a modified version of NextPlace, where time series of visits are predicted with linear methods rather than with nonlinear algorithms.

Methodology Firstly, we compare NextPlace with a more sophisticated spatio-temporal Markov predictor derived by extending the techniques presented in [26]. To the best of our knowledge, this is the most accurate algorithm that has been presented in the literature for this class of prediction problems, because it combines spatial and temporal
dimensions to estimate both next location and handover time for users in a cellular network.

Consider a user visit history among several locations $H=\left(t_{1}, d_{1}, l_{1}\right), \ldots,\left(t_{n}, d_{n}, l_{n}\right)$, where $t_{i}$ is the time when the user arrived at location $l_{i}$ and $d_{i}$ is the residence time in that location. Then, from $H$ we extract the location history $L=l_{1}, \ldots, l_{n}$ and the order- $k$ location context $L_{k}=L(n-k+1, n)=l_{n-k+1}, \ldots, l_{n-1}, l_{n}$. The history $L$ is searched for instances of the context $L_{k}$ and, for each destination that follows an instance, we examine the duration of the previous residence time. More formally, we extract the following set of inter-arrival times $A_{x}$ and set of durations $D_{x}$ for each possible destination $x$ :

$$
\begin{aligned}
& A_{x}=\left\{t_{i+1}-t_{i} \quad \text { if } \quad L(i-k+1, i+1)=\left(L_{k}, x\right)\right\} \\
& D_{x}=\left\{d_{i+1} \quad \text { if } \quad L(i-k+1, i+1)=\left(L_{k}, x\right)\right\}
\end{aligned}
$$

Then, we compute the estimated time when the user will move to location $x$ and the estimated residence time in $x$ by using a CDF predictor with probability $p=0.8$ [26]. Moreover, a Markov predictor of order $k$ is used to assign the probability of transition between the current location and the possible destinations. Finally, spatial and temporal information are combined to obtain the predicted location. In order to predict not only the next location but also the subsequent ones, we extend this approach taking the predicted location as the current one and computing again the next movement. We refer the interested reader to the original paper for further details [26].

To understand how largely NextPlace relies on the performance of the nonlinear time series predictor, we can design a linear version of our prediction technique. We use an order-k running average predictor instead of a nonlinear method to estimate the future values of a time series: given the sequence of previous visits of a user to a location, the last $k$ visit duration times and $k$ intervals between visits are averaged to obtain a prediction of future visits. Then, the future location is chosen among several predicted locations according to the same algorithm at the basis of the nonlinear predictor (presented in Section 2.2). However, this simplistic time series predictor ignores how user behavior changes over time, since high heterogeneity can be observed in visits occurring during different times of the day. Focusing only on recent data and not investigating these temporal aspects may not be sufficient to obtain accurate estimates.

Results We now evaluate the performance of NextPlace with the nonlinear predictor presented in Section 2.2 compared to the other predictors previously described.

We use the following definition of correctness: if we predict, at time $T$, that the user $i$ will be at location $l$ at time $T_{P}=T+\Delta T$, the prediction is considered correct only if the user is at $l$ at any time during the interval $\left[T_{P}-\theta, T_{P}+\theta\right.$ ], where $\theta$ is the error margin. It is important to note that each prediction algorithm can also estimate if the user will not be in any of her significant places: thus, a prediction may be correct whether the user is predicted to be in a particular location $l$ and then he/she is in $l$ or if the user is predicted not to be in any significant location and then, in fact, she is not. However, as reported in Table 1, the fraction of time that on average users spend


Fig.4: Prediction precision as a function of time interval $\Delta T$ for the different datasets and for different predictors: NextPlace with nonlinear predictor for different values of embedding dimension $m=1,2,3$ (NL1-NL2-NL3), first-order and second-order Markov-based (M1-M2) and NextPlace with linear predictor (L). Error margin is $\theta=900$ seconds.
in their significant locations ranges between $14.74 \%$ in the CenceMe GPS dataset and only $0.18 \%$ in the Ile Sans Fils dataset. Hence, it is not easy to understand if predictions are accurate because a method is performing well or because, on average, it is just easier to predict the user outside of all her significant locations.

Therefore, we introduce an accuracy metric that takes into account this issue. We define the prediction precision as the ratio between the number of correct predictions and the number of all attempted predictions which forecast the user to be in a significant location. We do not consider for the evaluation any predictions which forecast the user outside her significant locations.

We report the performance of different predictors: we test NextPlace with different values of the embedding parameter $m=1,2,3$, two order- 1 and order- 2 Markov-based predictors and the linear version of NextPlace with a running average predictor considering the last $m=4$ values. For each dataset, we use the first half to build a prediction model and then we compute predictions during the second half and, for each user, we make 1000 predictions at uniformly distributed random instants. Finally, prediction precision is computed and we investigate how it changes with $\Delta T$, using an error margin $\theta=900$ seconds. All results are averaged over 20 runs with different random seeds.

We see in Figure 4 that for all datasets, NextPlace with its nonlinear predictor is always outperforming the other methods. We also note that using a higher value of
$m$ improves prediction quality, as it can be appreciated especially in the GPS-based Cabspotting and CenceMe GPS datasets. Similarly, Markov models are able to provide correct predictions when $\Delta T$ is smaller than 1 hour: however, except for the Ile Sans Fils dataset, the performance of the nonlinear NextPlace are at least about $50 \%$ better of the Markov-based predictors, since they reach a maximum precision of $60 \%$ while NextPlace achieves a precision higher than $90 \%$. Moreover, when $\Delta T$ increases, the precision of Markov predictors decreases rapidly and the performance gap with the nonlinear approach widens. This can be explained by the fact that Markov predictors are generally employed to predict the next movement and, thus, when predictions are extended in the future, movement after movement, a large error is accumulated.

If we substitute the nonlinear predictor in NextPlace with a linear one, we observe a similar trend but precision is considerably lower, since errors on time series prediction are larger and, hence, affect the location prediction. However, NextPlace with both nonlinear and linear predictors is less dependent on $\Delta T$ than Markov models, which show a lower precision when predictions are extended in the future. Again, this demonstrates how NextPlace, which focuses only on temporal information of visits in significant places, is more robust for long-term predictions.

As discussed in Section 3, the Ile Sans Fils dataset exhibits less predictability. This is confirmed by the analysis of prediction precision, which shows the lowest figures among all the datasets. The other datasets score a precision equal to about $90 \%$ for $\Delta T=5$ minutes and around $70 \%$ for $\Delta T=60$ minutes. We also investigate the impact of the error margin $\theta$ on prediction results: prediction precision is lower for smaller error margins, but it shows the same trends for all predictors and for all the datasets. In Figure 5 we report how prediction precision of our nonlinear approach with $m=3$ is affected by different error margins for some values of $\Delta T$. Even with $\theta=0$, which represents the worst case scenario, prediction precision is between $50 \%$ and $60 \%$ after $\Delta T=60$ minutes for all datasets except Ile Sans Fils, where it is below $50 \%$.

From a general point of view, our evaluation shows how NextPlace achieves high prediction accuracy, even for long-term predictions made some hours in advance. Furthermore, these results also show how focusing on spatial movements, as Markov models do, may be useful only for short-term predictions. Instead, focusing just on temporal information about recurrent patterns in significant places proves to be more robust both for short-term and long-term predictions, since NextPlace outperforms Markov models even for small values of $\Delta T$.

## 4 Related work

Pioneering work [3,4] has focused on the analysis of mobility traces in order to gain insight about human mobility patterns. Key papers in this area include studies on mobility and connectivity patterns, such as $[5,13]$. The main findings are that contact duration and inter-contacts time between individuals can be represented by means of power-law distributions and that these patterns may be used to develop more efficient opportunistic protocols [10]. In addition, temporal rhythms of human behavior have been studied and modeled to discover daily activity patterns, to infer relationships and to determine significant locations [7]. This related body of work concentrates on the statistical char-


Fig. 5: Prediction precision of NextPlace with nonlinear predictor with $m=3$ as a function of error margin $\theta$ and for different values of $\Delta T$.
acterization of temporal behavioral patterns of groups of users, whereas we concentrate on prediction of single users.

The evaluation of prediction techniques applied to the problem of forecasting the next location (but not the arrival time to that location and the corresponding residence time) are presented in [27]. A prediction framework based on spatio-temporal patterns in collective mobility trajectories has been presented in [22]: this method attempts to predict the next location of a moving object by matching a new trajectory to a corpus of global frequent ones. While this prediction technique is more general, as it captures dependencies between visits at different places, our method includes time-of-day information and does not rely on global patterns, allowing prediction to be made also for users who deviate from collective behavior. In [2] the authors present a model of user location prediction from GPS data. A simple first-order Markov model to predict the transitions between significant places is used, albeit in this work temporal aspects are not taken into consideration. In [19] the significant places are extracted by means of a discriminative relational Markov network; then, a generative dynamic Bayesian network is used to learn transportation routines. Another system for the prediction of future network connectivity based on a second-order Markov model is BreadCrumbs [23]. Again, this system is able to predict only the next location of the user and not the time of the transitions and the interval of time during which users reside in that specific location. Similarly, Markov based techniques have also been applied to the prediction of the destinations (geographical locations) of vehicles using for example partial trajec-
tories [16]. As we have shown in the evaluation section, this class of models is able to provide precise predictions only for instants of time close in the future, given the inherent memorylessness of Markov predictors.

## 5 Conclusions

In this paper we have presented NextPlace, a new approach to spatio-temporal user location prediction based on nonlinear analysis of the time series of start times and duration times of visits to significant locations. To the best to our knowledge, this is the first approach that not only allows to forecast the next location of a user, but also his/her arrival and residence time, i.e., the interval of time spent in that location. Moreover, existing models are not able to extend predictions further in the future, since they mainly focus on the next movement of a user.

We have evaluated NextPlace comparing it comparing it with a version based on a linear predictor and a probabilistic technique based on spatio-temporal Markov predictors over four different datasets. We have reported an overall prediction precision up to $90 \%$ and a performance increment of at least $50 \%$ over the state of the art. We have showed how the adoption of a nonlinear prediction framework can improve prediction precision with respect to other techniques even for long-term predictions.

As future work, there is a number of potential improvements that can be pursued. Regular collective human rhythms can be exploited to refine the prediction and a probabilistic framework can be used to choose between equally promising next locations, giving more flexibility to applications. Finally, we are interested in the investigation of prediction models which take into account human rhythms on a weekly basis, in order to better capture regular human behavior on a longer time scale.
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[^0]:    ${ }^{5}$ http://www.gps.gov/

[^1]:    ${ }^{6}$ We will discuss the choice of parameter $m$ in the next section.

