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Abstract

This dissertation presents analysis of expressions in speech. It describes a
novel framework for dynamic recognition of acted and naturally evoked expres-
sions and its application to expression mapping and to multi-modal analysis
of human-computer interactions.

The focus of this research is on analysis of a wide range of emotions and mental
states from non-verbal expressions in speech. In particular, on inference of
complex mental states, beyond the set of basic emotions, including naturally
evoked subtle expressions and mixtures of expressions.

This dissertation describes a bottom-up computational model for processing
of speech signals. It combines the application of signal processing, machine
learning and voting methods with novel approaches to the design, implemen-
tation and validation. It is based on a comprehensive framework that includes
all the development stages of a system. The model represents paralinguistic
speech events using temporal abstractions borrowed from various disciplines
such as musicology, engineering and linguistics. The model consists of a flexi-
ble and expandable architecture. The validation of the model extends its scope
to different expressions, languages, backgrounds, contexts and applications.

The work adapts an approach that an utterance is not an isolated entity but
rather a part of an interaction and should be analysed in this context. The
analysis in context includes relations to events and other behavioural cues.
Expressions of mental states are related not only in time but also by their
meaning and content. This work demonstrates the relations between the lexi-
cal definitions of mental states, taxonomies and theoretical conceptualisation
of mental states and their vocal correlates. It examines taxonomies and theo-
retical conceptualisation of mental states in relation to their vocal character-
istics. The results show that a very wide range of mental state concepts can
be mapped, or described, using a high-level abstraction in the form of a small
sub-set of concepts which are characterised by their vocal correlates.

This research is an important step towards comprehensive solutions that in-
corporate social intelligence cues for a wide variety of applications and for
multi-disciplinary research.
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Chapter 1

Introduction

1.1 Motivation

Human-computer interaction and human-mediated communication have become a major
part of our lives, but still lack the basic means of recognising and responding to non-
verbal cues of attitudes, emotions and mental states, that we take for granted in human
communication and reasoning. They fail to appreciate the users’ reactions and intentions,
and therefore fail to respond and react to them. To utilise the full potential of these
new technologies, user-aware interfaces that complement existing interaction methods are
needed.

While language is crucial to human communication, in most interactions it is sup-
plemented by various forms of expressive information, such as facial expressions, vocal
nuances, gesture and posture. These features depend on the context of the interaction
and are often accompanied by physiological reactions, such as changes in heart rate.

Reeves and Nass observed that people interact with computers in the same way that
they interact with each other [1]. There is a requirement for human computer inter-
face (HCI) applications that support human emotional needs [2–4] In addition, humans’
reasoning is affected by emotions [5–7].

The performance of computers interfaces can be improved by recognising and respond-
ing to human emotions and mental states. It is especially important in speech interfaces.
In these systems speech is used to convey commands and data, while natural behaviour
also uses speech for dialogue acts, thinking out loud, expressions of frustration, misunder-
standing, discomfort, and more. Most of these functions relate to nuances of expressions,
and some of them are obvious only in speech. The term expressions is used to describe
the exhibited non-verbal behavioural cues that are related to the mental states.

In order to develop systems that infer mental states from non-verbal behavioural and
physiological cues, signal processing and analysis techniques have to be developed, while at
the same time consolidating psychological and linguistic analyses of emotions and mental
states [8]. This dissertation aims to address these issues.

1.2 Objectives and results

Research in the field of affective computing [9] relates specifically to emotion recognition,
analysis and synthesis. Most research in this field is based on analysis and synthesis
of basic and extreme emotions like joy, anger, sadness, fear, disgust and surprise [10–
13]. A few other mental states such as stress, frustration and depression have also been
investigated in this context.

From the pragmatic point of view, information technology has to deal with emotions
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and mental states as they occur in real settings. However, expressions in general, mental
states, behavioural patterns and attitudes have not been thoroughly investigated. Nu-
ances of expression and emotion blends have been mentioned but not explored, and the
investigation of expression changes over time is in its very early stages.

For all these reasons, the focus of this dissertation is to investigate expressions in
speech, which represent natural speech, expression mixtures and expression nuances for a
variety of mental states and of expression changes in time.

The first part of the dissertation presents a comprehensive framework that incorporates
all the design and implementation stages of automated inference systems. It describes an
implementation of this framework from the definition and recording of a database, through
the definition and extraction of vocal features and the derived statistical and temporal
metrics, to the design of a flexible and expandable inference system and its evaluation.

The second part of the dissertation focuses on the analysis of the relations between
expressions. It includes the application of the inference system to (multi-modal) sustained
interaction analysis and to expression mapping and characterisation. Expression mapping
refers to the presentation and conceptualisation of mental states and the relations between
them and between their expressions.

One of the challenges of this research was to define vocal properties that can be
used for synthesis as well as for inference and finding mathematical definitions of these
properties. I developed new mathematical definitions and algorithms for the extraction of
features such as the fundamental frequency. I added the harmonic properties that have not
been used before in this context, based on findings from musicology, physics [14–16] and
neuroscience [17] that indicate that people both hear and generate harmonic properties
in speech. These properties proved to be good indicators of voice quality.

The features were used as input to an automatic inference system that recognises co-
occurring emotions and complex mental states. The system maps input speech segments
according to the expressions they convey and performed well in tests [18].

Mapping the relations between expressions was another objective of this research.
Mapping is important for prediction of changes, for fine-tuning of inference and for brows-
ing between large number of concepts for user interfaces and synthesis. The inference
system was used for mapping the concepts of the MindReading database [19], arranged
into 24 groups according to the MindReading taxonomy. It mapped 459 of these mental
states into a smaller expressions space according to their vocal correlates. This mapping
is different in approach from other mapping techniques [20–24]. The mapping results
agree with the respective lexical definitions and meanings of both single concepts and
concept groups, while other meaning groups have immerged as well. The mapping reveals
interesting properties of expressions, of their acting and of the taxonomy.

One of the main assumptions in this research was that expressions co-exist and change
asynchronously in time. My analysis shows that expressions change gradually throughout
an interaction, and more specifically through a human-computer interaction. For this
purpose I used the Hebrew multi-modal database, Doors, that was defined and recorded as
part of this research, based on the Iowa Gambling Test [25]. The inference was compared
to the computer game events and to behavioural cues such as mouse movements. This
experiment also shows that for certain mental states, a system trained on one language
can be used for inference in another language.
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1.3 Dissertation structure

The research described in this dissertation draws inspiration from several disciplines.
Chapter 2 presents different aspects of expressions, including theories on the social and
cognitive roles of emotions and mental states. It discusses a novel presentation of the
temporal characteristics of expressions, and a summary of previous work on the con-
ceptualisation and mapping of emotions. It then discusses the subject of expressions in
human-computer interaction, including both automatic inference and synthesis systems.
It highlights the shortcomings of main stream research in dealing with mental states other
than the basic emotions. The chapter also reviews the main approaches to analysis of
paralinguistic cues. Additional background surveys for more specific topics are included
throughout the dissertation.

Chapter 3 presents a general multi-stage framework for automatic paralinguistic sys-
tems, followed by an overview of its implementation in this dissertation, which is described
in more detail in the following chapters.

Chapter 4 surveys the issue of defining and recording suitable databases for automatic
analysis of expressions. It then describes the two corpora used throughout this disserta-
tion, Doors and MindReading, and discusses their respective merits. It also describes the
algorithm used for segmentation of raw sound-tracks.

Chapter 5 is the first of two chapters that discuss the implementation of an automated
inference system. This chapter presents the definition and extraction of vocal features
from the speech signal. It also presents the temporal and statistical characteristics of
these features.

Chapter 6 describes the inference of complex mental states from single sentences. In
addition to a single inferred expression it presents the possibility of expression mixtures,
expressions that co-occur simultaneously. The system uses pair-wise classification ma-
chines. Each of these machines chooses between two expressions, using its own features
and classification algorithm. A voting system combines their results. The system is flexi-
ble and expandable to accommodate additional features and expressions. This chapter is
summarised by the presentation of various evaluation and validation results.

Chapter 7 is the first of two chapters that discuss further applications of the inference
system. This chapter presents a novel approach to expression conceptualisation, using a
small set of expressions to map a very large variety of mental state concepts, according to
their vocal correlates. It also examines the vocal correlates of the MindReading taxonomy.
In the first section of the chapter, the ability of the inference system to distinguish between
complex mental states is compared to human performance as reported in an independent
test. The second section presents the inference results for 459 mental states from the
MindReading database, mapped according to concept groups that are defined by the
MindReading taxonomy and to the recognisable vocal expressions. The third section
presents the relations between the different concepts only according to the set of nine
recognisable expressions. The inference and mapping reveal meaning of mental state
concepts and the relations between different concepts, between concept groups based on
lexical meaning and between concepts and their vocal (behavioural) expressions.

Chapter 8 demonstrates by examples how the scope of the system can be extended to
inference in the interaction level, in which the single utterances are parts of sustained in-
teractions. This inference is reinforced by multi-modal analysis of events and behavioural
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cues. The system’s scope is extended to a different language, naturally evoked expressions
over time and multi-modal information, using the Doors database.

Chapter 9 summarises the work presented here and its major contributions. It con-
cludes the dissertation with directions for future research.

1.4 Publications

Some of the results in this dissertation and during this research have appeared in the
following publications:

1. T. Sobol Shikler, P. Robinson, ”Recognising Expressions in Speech for Human Com-
puter interaction”, in Designing a More Inclusive World, S. Keates, J. Clarckson,
P. Langdon and P. Robinson (Eds), Springer-Verlag, 2004

2. T. Sobol Shikler, R. El-Kaliouby, P. Robinson, ”Design Challenges in multi-modal
inference systems for human-computer interaction”, proceedings of the 2nd Cam-
bridge Workshop on Universal Access and Assistive Tehnology (CWUAAT) 2004,
Cambridge, UK

3. T. Sobol Shikler, P. Robinson, ”Visualising Dynamic Features of Expressions in
Speech”, proceedings of ICSLP2004, Jeju, Korea

4. T. Sobol Shikler, P. Robinson, ”Affect Editing in Speech”, proceedings of the 1st
International Conference on Affective Computing and intelligent Interaction (ACII)
2005, Beijing, China

These publications include only preliminary observations and results. The rest of the
results that appear in this dissertation are being processed for publication.
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Chapter 2

Background

This dissertation derives its inspiration from various disciplines, including psychology,
sociology, physiology, philosophy, musicology, engineering and computer science. This
chapter explores the main theories that explain the social and cognitive roles of emotions
and mental states and their expression in human behaviour and communication. As part
of the discussion on expressions, it also presents the temporal characteristics of expressions
and the asynchronous nature of mental states mixtures. In addition, it briefly surveys
other research on conceptualisation of emotions, which aims to map emotions and mental
states using different metrics.

This chapter then surveys the subject of expressions in human-computer interaction. It
highlights the importance of incorporating emotions and mental states in human-computer
and human-machine interfaces and surveys previous research on automatic inference. In
each of these areas it also presents the approaches taken in this research.

The final section of this chapter demonstrates how research into the automatic analysis
of the expressions through the non-verbal aspects of speech is related to a wide range of
research fields such as hearing, communication disorders, music, linguistics and speech
recognition. These different approaches feature throughout the dissertation, especially in
the definition of vocal features and their extraction methods.

2.1 Emotions, mental states and expressions

This review of emotions presents a few of the most popular theories about the existence
and roles of emotions and mental states, and their observable expressions. It explains
the difference between this research and other approaches used in the field of affective
computing. This difference affects the choice of databases, the analysis methods and
possible applications. The theories appear mostly in the chronological order of their
original appearance.

Most research related to automated analysis of expressions is based on small sets of
basic emotions, such as joy, sadness, fear, anger, disgust and surprise [1]. The term
refers to qualitatively distinct states that are held to be universal at least in essence, i.e.
recognisable by most people from most backgrounds, and associated with brain systems
that evolved to cope with different situations. This is also the evolutionary o Darwinian
theory, based on Darwin’s book of 1872 [2]. The implication of this theory is that if
there is indeed a small number of basic or fundamental emotions, each corresponding to a
particular evolved adaptive response pattern, then it should be possible to see the traces
of evolution in various aspects of emotion, for example, in speech. The dominance of
this theory in automatic inference of affect can be explained by the fact that they have
relatively clear definitions, although even within this set the need for finer definitions has



Chapter 2: Background 12

been addressed, for example distinguishing between cold anger and warm anger ( [3–5]
and references within). Another explanation may be that stereotypical presentations of
these expressions are perceived as easier to act and to recognise, and therefore useful for
both quick acquisitions of datasets, and as a starting point for an emerging research field.
This research perspective ignores the major part of human expressions. If the small set is
used only as a starting point, it is an open question whether the same behavioural cues
are used for both extreme emotions and subtle expressions of complex mental states.

The Jamesian tradition, relying on James’ article from 1884 [6], focuses on the experi-
ence of emotions by bodily reactions. Our bodies respond first and our experience of these
changes constitutes what we call emotion. The implications are that first, major injuries
affect the intensity of emotional experience. Secondly, there should be differentiation of
emotions at the level of the autonomic nervous system. Finally, reliable changes in affect
and autonomic activation appear to follow posed facial expressions of emotion and the
bodily postures associated with affect. For example, smiles can improve the mood of the
person who smiles, while the inability to smile often leads to depression [7]. Gauging re-
actions from physiological cues, for example skin conductivity (Galvanic Skin Response),
GSR as indicators of stress and deception, and heart rate as indicator of arousal level and
valence (positive/negative) can be regarded as related to this theory.

The dominant theory in the 1970s was the cognitive one, whose central assumption is
that thought and emotions are inseparable. Accordingly, perception of emotions depends
on appraisal, the process of judging whether events in the environment are good or bad
for us. Scherer published several articles that establish the processes of appraisal [8],
the connection between emotions and speech, and on the subject of mixed emotions as
opposed to emotions as single separately occurring states [9–12]. This research takes into
account the co-occurrence of different mental states and the ability to assign mixtures of
emotions and mental states to expressions.

The cognitive approach to emotions started to change when focus was given to sub-
conscious emotional reactions, such as preferences, that can exist without cognition [13].
Much of contemporary psychology has come to recognise that a great deal of human emo-
tional functioning is rooted in unconscious processes. During the last two decades, many
studies were conducted in this field. These studies, for example, showed that humans pick
up the emotional content of unconscious facial expressions that are not intended to influ-
ence the perception of others. Other studies showed that humans evaluate objects (as for
example ”good” or ”bad”) at an unconscious level [14]. Bechara et al. show how certain
brain injuries affect emotional and nervous system responses to events (measuring GSR),
even before conscious awareness exists, and how they consequently affect decision-making
and risk-taking [15]. They describe how response to a card game evolves over time. The
Doors database, which is part of the research described in this dissertation, is based on
this experiment. The cognitive role of affect and emotions and their influence on human
cognition and decision making is demonstrated in the works of Kahneman and Tversky
that show how emotions influence economic decision-making [16].

The last major perspective is the social constructivist, originating in the 1980s. Social
constructivists believe that emotions are cultural products that owe their meaning and
coherence to learned social rules. Social intelligence and social cognition encompass our
abilities to grasp, remember, and interpret our and others’ behaviours in terms of mental
states (thoughts, intentions, desires, and beliefs) and to interact in the highly complex



13 2.1 Emotions, mental states and expressions

social world [17]. The Theory of mind [18, 19] or MindReading [20], that is the ability
to attribute the full range of mental states to ourselves and to others, and to use such
attributions to make sense of, to predict and to influence behaviour, can be regarded as
part of this perspective. It comprises of two parts: perception of behavioural cues, and
the ability to explain them. Höök [21] extends these definitions, and describes affect as
human, rich, complex and ill-defined experience.

I adopt a comprehensive point of view, that considers expressions in general, both as
part of social intelligence, social cognition, and MindReading [22]. According to this view,
expressions are part of human communication and behaviour in society. Therefore, they
usually appear in the context of an interaction. However, expressions are also related to
physiological and environmental parameters. This multi-faceted approach is expressed in
the inclusion of physiological cues in the Doors database, in addition to context awareness
in the form of event recordings (described in Chapter 4). Another assumption in this work
is that the universality or generality of expressions is not limited only to basic emotions
but can be extended and applied also to complex mental states such as thinking.

The term ’expressions’ refers in this work to the outer representation of emotions,
mental states, moods, attitudes, physiological states, cultural display rules, dialogue acts,
etc. It is the observable behaviour (conscious and unconscious) that we can perceive and
would like to interpret. This perspective also takes into account the translation of cues
from an inference system into synthesis systems that aim to imitate these expressions,
and not their actual source.

Time-related characteristics of expressions
Natural human interactions are dynamic in nature. If the entire interaction is the ob-
served time window, the different underlying causes for expressions have varying relative
durations, and they should be considered in the analysis. Cowie et al presented a short
description of time-based categories of expression [3], from autonomic changes and what
they call expressions that last seconds, through attitudes, full-blown emotions that can
last from minutes to hours to moods (hours to months) to long-term emotional disorders
and traits that exist years if not a lifetime. However, they do not take into account the
parallel nature of these sources and their interactions. I present here a schematic de-
scription of an interaction and the relative timing and durations of both expressions and
their underlying causes (the word expression will be used for both) over the duration of
the interaction as shown in Figure 2-1. Here the term ’expressions’ is used again in its
broadest definition, which includes both posture characteristics, that can be dominant for
years, and micro facial expressions that can last milliseconds.

For example, the duration of the speaker’s personality extends beyond the duration of
the interaction, and affects the nature of responses and expressions generated throughout
the interaction. General dispositions or mental states are also relatively stable throughout
the duration of a single interaction. People who are depressed and sad, or in love and
happy or even deep in thought, will usually keep this general attitude or mood, and show
it, unless something changes it during the interaction. However, these changes do not
frequently occur. These relatively long-term expressions may be important for diagnostic
systems, such as in the case of clinical depression. The attitude towards the situation
or towards the setup of the interaction is more dynamic in nature. For example, a new
employee attending a review with his boss may feel stressed before and at the beginning of



Chapter 2: Background 14

the interaction, while becoming more confident during the sustained interaction. A client
using a call centre may become annoyed, frustrated and angry. In some applications, we
would like to analyse these changes, and respond to them.

 

 

Personality 

Interaction 

Cognitive & emotional responses to events, 
(including the interaction itself) 

Long-term mental state 

Attitudes, moods & mental states  

Figure 2-1: Schematic description of the various underlying reasons for expressions, and
their durations relative to the duration of an interaction. The time scale of the expressions
is relative to the length of the analysed interaction (at the bottom).

There are local, short-term causes for expressions that a system should detect, but
the impact on the output depends on the specific application. For example, we would
like to detect short-term misunderstandings. A system may respond to such an event
and change the course of the interaction (for example, in a teaching system). Another
course of response is to keep the knowledge as a cue for a more continuous interpretation,
without changing the inference of longer-term expressions (for example, dialogue systems).
Therefore, the structure of the general inference system should allow the co-existence of
these temporal variations alongside a longer-term analysis. Abrupt changes, such as
surprise, should be able to change the course of the inference, but the duration of the
change and its actual impact on the overall interaction can vary. Another implication of
this approach is that a completely ’neutral’ expression hardly ever exists. The manner of
response is context dependent. A similar philosophy is expressed by Höök [21].

Conceptualising mental states and emotions
The relationship between expressions may have several uses for automatic recognition
and synthesis of expressions. In particular, it can be useful for continuous tracing of
expressions, assuming gradual changes over time. There are several approaches to con-
ceptualising emotions and distinguishing them. The categorical approach postulates a
limited number of universal basic emotion categories, from which all the rest are derived,
either as a blend of basic emotions, or in conjunction with a cognitive process. An example
of this approach can be seen in Plutchik’s work as illustrated in 2-2 [23].

The dimensional approach is based on identifying emotions by their placement on a
small number of dimensions such as valence (positive/negative), activity (passive/active),
potency (strong/weak) and action tendencies (outward/inward) [3, 24, 25]. Whissel pre-
sented a list of 4000 words with associated ratings on the Activation and Evaluation
dimensions. 3000 words are at a distance of more than the standard deviation from the
neutral mean value. The word list has been widely cited and used to measure the emo-
tional impact of different systems and texts [26]. Cowie et al. [3] expressed the notion
that it is unrealistic to expect a machine to be able to reach such a level of discrimination.
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The Feeltrace tool [27] is an extension of this approach. It enables a user to trace a small
number of dimensions continuously over time, as can be seen in Figure 2-3 [28].

 

Figure 2-2: A three-dimensional circumplex model describes the relations among emotion
concepts, which are analogous to the colours on a colour wheel. The cone’s vertical dimension
represents intensity, and the circle represents degrees of similarity among the emotions [23].

Douglas-Cowie et al. [29] proposed a list of 48 emotion categories for the HUMAINE
project, these emotions are arranged into 10 groups, including negative forceful, nega-
tive/positive thoughts, caring, positive lively, reactive, agitation, negative not in control,
negative passive and positive quite.

Figure 2-3: Feeltrace is a labelling tool for two emotion dimensions, developed by Cowie
et al [28]. It allows for the tracking of a perceived emotional state continuously over time,
on the two main emotion dimensions activation and evaluation.
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Another approach is the prototype approach, which assumes that language and knowl-
edge shape the way people categorise information. It is a compromise between the two
other approaches. It has both contents of individual categories and the hierarchical struc-
tures among them. The MindReading database, which is one of the databases used in
this work, is arranged according to this method [30]. Table 2-1 presents the main group
categories of the MindReading. These methods do not address nor preclude the possibility
of co-existence of different mental states.

afraid touched bothered* unfriendly* thinking*
surprised fond hurt sneaky interested**
angry liked sorry bored excited*
sad kind disbelieving wanting sure*
happy* romantic unsure*
disgusted

Table 2-1: The 24 mental state groups that constitute the MindReading taxonomy of
Baron-Cohen et al. [30]. Basic emotions are listed in the left column. The groups that are
addressed in this dissertation are indicated with a *. Two groups were extracted from the
interested group: interested and absorbed.

In this dissertation, an automatic mapping of expressions according to their vocal
properties is presented. The mapping is into a space that is defined by the vocal non-
verbal speech cues of an arbitrary set of emotions and complex mental states, including
joyful, sure, unsure, thinking, stressed, excited, opposed, interested and absorbed. The last
two groups are taken from the interested group in the MindReading taxonomy. This
mapping reveals the vocal correlates of the MindReading taxonomy, and the relation of
different expressions to the chosen set. In addition, co-existing expressions are considered

The role of emotions in human-computer interfaces
Another line of psychological and sociological research is concerned with the role of human
emotions and human communication cues, such as facial expressions, and verbal and non-
verbal speech cues in human-computer interfaces. Nass and Beeves, in the book The
media equation [31], reveal that people interact with computers in the same way that
they interact with each other. They expect politeness and proper responses to their
attitudes and mental states. People assess differently and react differently to interfaces
according to the ’personalities’ they reveal. In the book Wired for Speech [32], Nass and
Brave demonstrate how voice qualities and expressions in voice activate and advance the
human-computer relationship. Picard stresses the emotional needs of users in human
computer interfaces [33], while Hudlicka [34] explains why we need machines that ’feel’,
or address user affect. Höök’s [21] perspective regards people’s affective reactions as
part of ongoing interactions embedded in a broader social context, and adapted to the
current context. These works lay the ground for the research of automatic analysis and
synthesis of human expressions, for integration in responsive and user-friendly machines.
The inability to reason about mental states is considered one of the main inhibitors of
social and emotional intelligence; it appears for example in people with Autism Spectrum
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Disorders (ASD). It seems imperative to incorporate the ability to perceive behavioural
cues and the ability to interpret them or to imitate human behaviour in automatic systems
that aim to interact with people using human communication cues or to teach and assist
people with disabilities or special communication needs.

Further motivation for integration of affect and the recognition of affect into computer
systems is the influence of emotions on cognitive processes. Modelling this influence and
creating agents that can predict or imitate human reasoning is an interesting possibility
but is beyond the scope of this dissertation.

2.2 Automated expression-related systems

Automated systems relying on cues from human communication usually limit their atten-
tion to a small set of underlying theories. Work related to intelligent agents or socially
adept agents usually refers to social psychology, and use natural language and gestures
as cues of mental states [35, 36]. Other types of synthesised systems include humanoid
robots and pets that use analogies from human behaviour, especially dialogue rules and
basic affective speech [37–41]. The majority of research on automated recognition of
implicit communication cues considers emotional content. This is true for physiological
signals [42], speech cues [43–45], and facial expressions [3,46–48]. In speech though, there
is also a vast effort to identify stress, for example in pilots’ and drivers’ speech [49], for im-
proved speech recognition [50], and in work related to depression diagnosis [51]. There are
also commercial companies, for example Nemesysco [52] provides services such as identifi-
cation of attempts at insurance fraud made over the phone, employee stress management
and detection of deceit during job interviews.

Nevertheless, a wider view of expressions in general has not been fully researched in
the context of automatic expression recognition and analysis. Current research efforts
have only started to address the problem of changes in expressions over time [37,53]. For
example, Picard successfully recognised certain emotions from physiological reactions of
an actor, recorded on different days [37]. In another example, el Kaliouby has developed
a system that automatically recognises several mental states from short video streams of
head gestures and facial cues, with the inferences changing in time [54].

The study of the wide range of natural expressions, including nuances of expression,
mixtures of emotions and attitudes has not been thoroughly explored yet in the context
of automatic recognition and synthesis. One of the main efforts in recent years in this
direction was the JST/CREST ESP project, that involved recordings of people in real
situations spanning 5 years [55]. This research focus shifted from what the speaker feels
(emotions) to what the speaker is doing (relationships). They verified that speaking
style depends upon who we are speaking to, and by how we feel about what we are
saying. They also found that grunts (non-verbal utterances and sounds) constituted more
than half the content of the recorded speech. Fernandez [43] has developed a system that
recognises breaths and pauses. The emphasis has been on prosody, the non-verbal features
of speech, and on the incorporation of time-varying parameters of speech at various time
scales. However, these works are only the beginning. Understanding all of these features
is vital for correct and fully automated analysis and synthesis of expressive speech, and
the level of knowledge and tools is still relatively low.

There is a substantial body of work in affective speech synthesis, as can be seen in
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the review by Schröder [56]. Morphing of affect in speech, meaning regenerating a signal
by interpolation of auditory features between two samples, was described by Kawahara
and Matsui [57]. Their work explored transitions between two utterances with different
expressions in the time-frequency domain. Further results on morphing speech for voice
changes in singing were presented by Pfitzinger [58], who also reviewed other work and
techniques related to morphing.

However, most studies have explored just a few extreme expressions, and not nuances
or subtle expressions. The methods that use prosody characteristics consider a single
definition for a whole sentence or utterance. Examples of the benefits of such manipula-
tions for human-computer interaction, and voice characterisation are discussed by Nass
and Brave [32]. They achieved relatively long-term effects such as perceived gender, and
association of personality traits with synthesised voices. Only a few have integrated the
linguistic prosody categorisations such as intonation contours [59, 60]. Examples of mor-
phing, using two samples in order to generate intermediate expressions, consider very
short utterances (one short word each), and include a few extreme acted expressions.
None of these techniques has led to editing tools for general use.

The combination of input modalities, that is the integration of different communication
and context cues such as gestures, posture, facial expressions, verbal and non-verbal
speech, physiological cues, events, forums (audience identity and the relationship with the
audience) and locations, is in its early stages because there are no simple tools for feature
tracking and representation in each medium. The output modalities of such systems
can also have different forms, including different types of feedback, voice synthesis and
animation, all of which are subjects of research and development. It is impossible to
ignore in this context the HUMAINE consortium [61] that aims to address many of these
questions and more. Their toolbox includes entries related emotion description, emotion
classification, signal analysis (face, gesture and bio-signals), databases, labelling tools and
usability.

This dissertation presents an inference system that recognises a set of emotions and
mental states beyond the set of basic emotions. It is applied to the recognition of a
very large set of mental states, both acted and naturally evoked. It examines expression
mixtures and dynamic analysis of expressions in time, in addition to combination with
other modalities. From this point of view, this dissertation presents a step towards the
integration of inference system and dialogue systems. The features chosen for analysis
can be translated to synthesis. The analysis is based on the assumption (enhanced by
observations) that there are temporal characteristics of features within utterances as well
as between utterances. The dissertation presents a new approach to expression mapping
using the automatic inference. A new tool for affect editing was also introduced during
this research, but is beyond the scope of the dissertation.

2.3 Approaches to Expressive Speech Analysis

Expressive speech analysis is the analysis of the paralinguistic cues, that is the nonverbal
vocal communication cues, such as tone of voice, intensity and the like. It can be regarded
from several points of view, including signal processing, speech recognition and linguistics,
hearing and neurology, music and psycho-acoustic. These different approaches influence
the selection of speech features for expression analysis.
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The first and most common approach is the production approach, which tries to model
the speech signal according to its production system, which is the influence of the struc-
ture of the breathing mechanism, the vocal folds, mouth and noise on the speech signal
properties. Another approach is from the perspective of perception, which analyses how
the speech signal is perceived and processed by the human ear and brain. This latter
approach is used in analysis of hearing mechanisms, both neurological and psychological,
to treat hearing impairments, and in musical analysis. An example of the difference be-
tween the approaches is the difference between the term fundamental frequency, which
is derived from the production approach, and the term pitch, which relates to the per-
ception approach. The production approach relates to mathematical models of the vocal
tract. Research involves X-ray photographs, ultrasound, and MRI images of the vocal
tract during articulation [62, 63] and development of simplified models such as Linear
Predictive Coding (LPC) [64]. According to this approach, expressive uses of speech de-
pend on prosodic features as well as the production of phonemes. They are related to
factors like subtle changes in the breathing muscles and the vocal fold, and to vocal-tract
shaping factors, which relate to movements of the upper articulators: the velum (soft
palate), tongue, teeth, jaw and lips. Figure 2-4 shows the location of the speech produc-
tion mechanisms. The prosodic features are duration, intensity, fundamental frequency
and spectral patterns. The fundamental frequency is the rate of the vocal fold vibrations,
which depends on the size and tension of the vocal fold at any given time. It changes up
and down in response to factors relating to stress, emotions and intonations [64–66].

Figure 2-4: Vocal tract structure [66].

From the perspective of the listener, our brain processes faces and speech in different
centres from those in which it processes other images and sounds, respectively [67, 68].
One aspect of the perception point of view is psycho-acoustic tests, in which people are
asked to assess certain features of sounds, music, speech, and modified speech signals.
Tests and features relevant to emotional speech analysis were described, for example,
by Mozziconacci and by Murray et al. [69, 70], and in the context of human-computer
interaction by Nass and Brave [32]. The most relevant features to recognition of emotions
and expressions, according to these works, are properties of the pitch contour, the energy
of the speech signals, and features related to the spectral content. Works that tried
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to estimate the combinations of features that correspond to different emotions yielded
different and sometimes contradictory results ( [3] and references within). However, pitch
perception by people is not trivial, and is a matter of investigation by hearing and music
researchers [71, 72].

Understanding the structure of the ear, and the processing in it may help to define the
features of the speech signal that are used for analysis. For example, the spectral content
of speech can be related to the cochlea’s structure, in which frequencies are located on
a logarithmic scale, with sensitivity frequency bands of logarithmically increasing width,
or with periodicity that corresponds to a particular wavelength [73]. Human hearing can
process sounds in the range of approximately 20 Hz - 20 kHz. The ear can also process
sound pressure levels of 0 dB to 120 dB (equivalent to the range of air pressure of 20
µPascal to 20 Pascal), but the sensitivity changes with the frequency bands. Higher
pressure is required in lower frequencies in order to be perceived. Works in the field of
communication disorders showed the importance of information carried in relatively high
frequencies (at least up to 8 kHz) of the speech signal [74–76]. Much of the perception is
done in the brain, therefore we can use telephones that use a much narrower frequency
range but the ability to perceive unfamiliar words decreases. The extent of the information
loss in the case of expressions perception is much more difficult to assess.

The linguistic point of view includes relevant descriptions of intonational phrases or
tone groups, for analysis of stress and accent in the pronunciation of words and sentences.
It is also used for prosody analysis of various speech and dialogue acts, such as the
distinction between questions (rising edge at the end of a sentence) and statements (falling
edge), and the distinction among different types of questions in English [3], or logical
arguments in Hebrew. These layers of information complicate still further the analysis
of prosody in relation to emotions, attitudes to the situation and listeners, moods and
personality. In English, prosodic units are variously known as information-units, tone-
units, tone-groups, intonational phrases and word groups. The most important item in
an utterance has different terms: accent, nucleus, stress, emphasis, which is in many cases
a peak of the pitch contour. One factor that influences the perception of prosody is the
differences in the pitch height of syllables within an utterance. Studies in that tradition
associate different types of tones and tone shapes with emotions [3].

In recent years, one of the most widely used automatic models for pitch structures
is the Tilt model, by Taylor [77]. Detection of intonation events involves determining
where, in the speech signal, accent and boundary events are located. Using the ToBI
model, which is a standard for modelling English prosody [78], the process involves not
only determining whether the event is an accent or boundary, but what tones make up
the event. The third task, placement, is the act of linking an event with a portion of
linguistic text (e.g. syllable, word, phrase). The main differences though between the
field of automated speech recognition and automated recognition of the non-verbal aspect
of speech, is that in speech recognition there are layers of information with absolute labels
of words and meanings. In the area of expressive speech recognition these higher levels
do not exist, at least not in such an absolute and obvious form.

Another point of view for expressive speech analysis and prosody analysis is the in-
terpretation of prosody as music, or more precisely with terminology and features that
are used for the description of music. Musical terminology includes the term pitch, but
it is argued that pitch in speech is different from the pitch of music. One argument
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is that the pitch constantly changes in speech. Another argument is that there are no
mathematical relations between the pitches in a series that constitute a sentence. These
arguments have not been examined in the context of expressive speech. Musical terminol-
ogy also incorporates terms such as harmonics, which are multiples of the fundamental
frequency. The number and amplitude of the harmonics, or the harmonic spectra, can
define the sound of musical instruments in a way that can be described as thin, bright or
rich [79]. As such terms are applied to expressions in human voice, it seems reasonable
to expect similar spectral characteristics both in voice characteristics and in expressive
speech sounds. A related definition is consonance and dissonance, or how pleasant and
harmonious or unpleasant and inharmonious combinations of tones sound [80–84]. This
point of view has been investigated recently in the context of emotional and expressive
speech by Fernandez [85], who included dissonance, chords and rhythm calculations in
his analysis. These features proved to be discriminative for a set of four basic emotions,
including afraid, angry, happy and sad, and ’neutral’ speech.

Other musical characteristics include tempo, rhythm, intensity, dynamics, and tonal
structures or melodies that can be seen in this respect as pitch contour structures. A
few of these features have been examined in emotional or expressive speech. In western
music, melodies are divided into phrases, built of motifs. Different phrase structures are
associated with different levels of strength and movement, which mostly depend of the
manner of their completion [86]. Different combinations of characteristics create tension
or relaxation, and aspects of the perception of these characteristics have even been found
among very young babies [87].

The music perception point of view is also supported by findings from neurological
research that concern the perception and analysis of music, emotions and speech in differ-
ent centres of the brain, and certain disorders. This may explain why certain attributes
of music have been found to be universal, and why music itself is something that exists
universally. The structure of auditory centres in the brain is complicated and not yet fully
understood. However, broadly speaking, there are centres that are tuned to periodicity.
The right hemisphere is considered to be related to the analysis of music, while the left
hemisphere is more related to the processing of language. The left hemisphere deals with
complex spectral combinations that change relatively quickly, while the right hemisphere
appears more attuned to melodies. Lesions in right cortical regions impair recognition
of emotion in prosody, while lesions in other parts of the brain that are activated with
expressive vocal stimuli, such as the amygdale, do not reduce recognition [88]. People can
lose the ability to understand speech, while being able to understand prosody and voice,
and vice-versa. This general approach also has the potential to explain findings from child
language and prosody development.

All these points of view show how analysis of affect in speech is intricate and related to
other aspects of human cognition, physiology, and the like. These different aspects should
be considered for expressive speech analysis, because they may contribute both features
and methods. This is required because there are still features of affective speech that have
not been fully addressed, such as voice quality, and expressions that include speech acts,
nuances of expressions and expressions of subtle emotions and mental states. Because
of the high degree of complexity involved, this work aims to address parts of this broad
research problem. I examined and adopted different points of view for the definition of
features, and for setting feature properties for automated analysis of expressive speech,
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with respect to synthesis. These features and their origins are described in more detail in
Chapter 5

2.4 Summary

This chapter presented the background for this dissertation, including the theories that
are most commonly used in the area of affective and expressive systems, that is automatic
systems that incorporate or recognise the expressions of emotions and mental states, and
why such systems are required. It presented topics like the dynamic characteristics of
expressions, or the behaviour of expressions over time, as well as methods and approaches
for expressions characterisation and conceptualisation. This chapter surveyed current
and past automatic affective systems, and presented the fields and approaches that can
contribute to the development of inference systems from paralinguistic cues. These themes
will be developed in the next chapter, which discusses the requirements and challenges
involved in the development of such systems and presents a framework for the research
presented in this dissertation.
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Chapter 3

Automated vocal inference systems

The previous chapter discussed why automated paralinguistic systems could improve com-
puter interfaces and the most common theories behind the current systems. It presented
some of the complexity involved in their development due to the dynamic nature of ex-
pressions, and the asynchronous nature of mixture of expressions and expression nuances.
In addition, it introduced the multiple related research fields that add to the complexity
by supplying a large variety of features and methods whose relevance to the nature of
such systems is not always clear or has not been fully tested yet.

One of the most fundamental questions in the area of recognising and synthesising
expressions in the non-verbal aspects of speech is universality: will we ever be able to
realise a single system suitable for every user, environment, scenario and expression? This
chapter suggests a set of requirements from systems for automatic inference and synthesis
of expressions from speech. It describes the challenges involved in their development and
the merits of incorporating dynamic analysis of expressions in time in such systems.

This chapter presents a general multi-stage framework for automatic paralinguistic
systems. It then places the framework for the research which is described here within
the wider context of the general framework. Shortly summarising how each level of the
general framework has been interpreted and implemented for the specific requirements of
this work.

3.1 Requirements

The requirements from general automated paralinguistic systems, both inference and syn-
thesis, can be summarised in two points: support natural behaviour, and be as general
as possible. Both the complexity of the development process, as well as the number of
possible applications and their financial potential require these features. This section
describes these requirements.

User independent

A system should be easily adapted to recognise the expressions of most people, without an
extensive training session. If there is a training session it should be done automatically.
An affective synthesis system should be able to generate the desired expressions for every
voice.

Range of expression

An ideal system would recognise and trace all the expressions that are required for the
specific application. The recognisable expressions should include most of the spectrum of
expressions.
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Natural expressions

The goal is to recognise (and to synthesise) natural expressions and acted expressions. To
allow recognition of mixtures of asynchronous subtle expressions and nuances of expres-
sions of moods, attitudes, mental states, dialogue acts, etc.

Fully automated

The system should not require any manual intervention.

Real-time

It is desirable that an interface will respond to the user without a noticeable delay.

Text and context independent

The system should be able to recognise and/or to synthesise most expressions, no matter
what the length of the utterance, or the uttered text.

Flexibility and generality

It is desirable that the development of one recognition or synthesis system will facilitate
the development of other systems for different applications, expression ranges, speakers
or languages (within limitations). Ideally, a system would be expandable and general. A
system would be able to incorporate data that was trained using different databases, and
be used to recognise expressions from new sources that it had not been trained on.

Multi-modal systems

Multi-modal analysis, which includes cues for context and various behavioural patterns
and communication cues, is not a requirement, but it can enhance the accuracy of both
inference and synthesis.

3.2 Challenges

The challenges involved in the development of systems that answer these requirements
are derived from both the complex nature of human expressions and the ability or lack of
ability to classify and label them precisely, and from the technological challenges involved.
The technical part is highly dependent on the more abstract issues of definitions (which
expressions or concepts does a label encompass) and labelling of expressions (give names
to recorded expressions). For comparison, in the field of speech recognition, there are
layers of information with absolute labels of words and meanings. However in the area
of expressive speech recognition these higher levels do not exist, at least not in such
an absolute and obvious form. Some of the main challenges which are inherent to the
expressions domain are listed here. The more technical oriented challenges are briefly
discussed in Section 3.3 that presents the general framework and in more detail in the
next chapters.

Intricate information

Human expressions have various roles in human communication. There are unconscious
expressions and there are conscious and intentional expressions. Human expressions reveal
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mental states, emotions and attitudes. They also reveal intentions, speech acts (greeting,
apologising, describing, asking and the like) [1] and dialogue acts (such as statement,
acknowledgement, question and answer) [2]. In addition, human expressions are affected
by physiological states like discomfort, and environmental contexts, starting from back-
ground noise that affects the loudness or intensity of speech to social contexts that may
affect the display rules. All this information is carried by the same basic cues that are
also shared by the verbal speech.

No ’neutral’ expression

Another implication is that there is no ’neutral’ expression. Because of the assumption of
prevailing moods and mental states, there is no real definition of neutral. Therefore, there
could be no requirement to initiate a system using a certain ’neutral’ expression according
to which all the other expressions would be calibrated. The definition of ’neutral’ as
small variations of the same expressions may still exist, as well as neutral as opposed to
opinionated.

Lexical definitions

Lexical definitions of emotions, mental states, speech acts and communication cues depend
on language and cultural background. The difference in language and culture can mean
that certain labels of expressions cannot be analysed or translated from one language
to another, because the vocabulary has no parallel notions, so an expression may be
interpreted in a slightly different manner [3].

Many subtle nuances of daily expressions have no name. Analysing and labelling
mixtures of expressions and their underlying meanings are even more complicated. People
recognise many of the underlying expressions, but often find them very difficult to name
or label [4, 5]. Even a small subset of definitions, for example anger, which is considered
one of the basic emotions [6], or the more elaborate set of cold anger and warm anger,
cover a whole variety of nuances, among which we can distinguish by context, vocal cues
and sometimes also lexically. For example, being angry because of a new tax, sounds
different from frustration when something does not work properly or from being angry
with a child, or with an adult, which are different in context and vocal cues. Furthermore,
there are concepts that lexically belong to the angry group and can be distinguished by all
three forms (lexical, vocal, context) such as annoyed and furious, but are often analysed
together.

Lack of uniform or repetitive behaviour

We expect different reactions from different people and even from the same speaker when
the context of the event that caused the reaction changes. Things as mundane as dif-
ferent weather conditions can change the underlying mood and therefore the subsequent
reactions.

The probability of a person repeating precisely the same expression, with the same
text and with the same underlying meaning or meanings, is very low. Different people
respond in different manners to the same scenarios, and have different ways of expressing
themselves according to their personality and background.
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Context

Every utterance has a certain context, and analysis of human expressions is also related to
context. The context may be the interaction, the audience or environmental parameters.
These parameters influence the way the utterance is expressed, and the way it should be
analysed. The interaction point of view influences the design in two major ways, the first
is the time domain, and the second is the context domain

A complication may occur when the target of the speech, either audience or medium
changes. For example, in the middle of a computer interaction that includes commands
and dictated text the speaker may also think aloud. These intervals can take the form
of local calculations, trying to remember, frustration, or trying to improve understanding
by reading aloud. They are not necessarily related to the analysed interaction.

During a sustained interaction the speaker may speak to other people around him, in
the immediate vicinity, in another room, or through various devices, such as the telephone,
both as part of the interaction or in parallel to it. We may like to detect these target
changes as well. Noise can be considered as a context dependent parameter.

Dynamic and asynchronous changes in time

The multi-layer scheme which is presented in Figure 2-1 describes the different time char-
acteristics of human expressions in relation to the course of an interaction. Mixtures of
expressions occur all the time. The occurrences and durations of these expressions may
change asynchronously during an interaction and carry their own impact.

Most people do not speak continuously and endlessly, but rather in time segments
whose duration and timing are set according to the personality and the nature of the
interaction. An analysis of a continuous interaction should integrate the analysis of the
current speech segment with the analysis of the previous transitions among speech seg-
ments or utterances.

On the other hand, certain expressions can be analysed in a ’stand-alone’ manner.
Furthermore, single syllable utterances, such as different manners of saying ’no’, can
be recognised without further knowledge of the context or longer-duration speech cues.
In addition, some utterances can change the course of an interaction. For example, the
expression of surprise can be inferred in many cases without special regard to the dynamics
of the whole interaction.

Different speech and dialogue acts may follow or emphasise different expressive pat-
terns, for example, in dialogues with salespersons questions may reveal a range from
misunderstanding and puzzlement to developed understanding and interest, while an-
swers or statements may reveal reactions to the other speakers’ input, such as agreement
or amazement. On the other hand both can reveal boredom, annoyance or interest.

Dynamic tracking of changes is significant for analysis of tendencies, such as escalations
of situations, and emotions. An ideal system would track both long term states and
gradual changes in addition to sudden changes. The manner of response to these changes
depends on the specific application.

Ambiguity resolution

Another motivation for dynamic tracing is to resolve ambiguities. As a rule, people tend
to be more sensitive to subtle changes than to levels. People can recognise a large variety
of acted expressions which are mostly stereotypical and exaggerated expressions. People
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also recognise many natural expressions and when they cannot define the precise label, or
pinpoint a single underlying state (mental, emotional, physical, etc.) they can usually as-
sume one or several possible labels, simultaneously. For example, for subdued expressions
the perceived meaning can be tired, bored, and/or sad, and it can also be interpreted as
related to an introvert personality. Additional cues during sustained interactions can help
to adjust and to refine the initial estimations.

Dynamic changes within an utterance

Another kind of dynamic behaviour can be found within an utterance. This level is related
more to the technical side of the inference system. It includes various intonation and
energy patterns. Short-term variations within an utterance can change our perception of
the uttered expression in a way that statistics over the whole utterance do not reveal.

Implications for design
For all these reasons, the required solutions for both inference and continuous synthesis
should enable both the estimation of single utterance expressions and an analysis at
the interaction level. The proposed framework should be flexible enough to respond to
local changes and short utterances, and also to long-term attitudes and moods and their
transitions, without compromising short-term events and abrupt changes. The inference
should comprise mixtures of expressions. The inference system should be flexible enough
to encompass a large range of applications with little overhead of training for each specific
set of speakers and situations.

A hierarchical model for dynamic analysis of expressions in non-verbal speech is a
good candidate for the implementation of such a solution. Its different layers support the
analysis of different time units within an interaction, and follow transitions among utter-
ances. Furthermore, a hierarchical structure allows flexible development and adjustment
of the different layers separately, and the use of sub-systems in different combinations for
different applications. Furthermore, depending of course on the implementation, a general
system that was developed for a certain dataset or several datasets could be adjusted to
other datasets that include other expressions with similar dynamic characteristics, both
at the inter-utterance level, and the interaction level, although the specific inference may
be different among speakers, expressions and contexts.

In addition, the interaction level should include the analysis of the connectivity among
expressions of related lexical labels, such as different types of anger. The mapping of
parameters that influence lexical labels and the differences and transitions among them,
such as different activity levels, and their correlation to the expressions, may add to the
ability of the system to predict and analyse transitions. This multi-faceted analysis is
part of a wider solution at the interaction level. Synthesis systems that incorporate such
connectivity schemes would allow their users greater flexibility and control. Table 3-1
summarises the requirements, challenges, implications for design and the basic solution.
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Requirements
• User independent
• Large range of expressions: natural and acted, mixtures, asynchronous, extreme,

subtle and nuance
• Fully automated
• Real-time
• Text and context independent
• Flexible and general: language, expression range, speakers, applications
• Multi-modal

Challenges
• Intricate information: expression mixtures, no neutral expression, different

expressions have different time spans
• Dynamic and asynchronous changes: long-term tendencies, meaningful stand-alone

utterances, different speech and dialogue acts may follow different dynamics,
dynamic changes within an utterance

• Lexical definitions: depend on language and cultural background, different concepts
under one label, not every nuance is labelled

• Lack of uniform or repetitive behaviour
• Expressions and their interpretations are context dependent
• Changes in context may occur during an interaction - target, medium, audience

Implications
• Utterance level analysis
• Interaction level analysis
• Track long and short term tendencies
• Detect sudden and temporary changes
• Identify significant states, changes and tendencies

Solution
• Hierarchical model that detect different dynamic characteristics
• Different applications would have to change only specific layers of the model
• Expandable to other expressions
• Can use various datasets for expanding to different applications and expressions
• Explore connectivity and relations among expressions and labels for better

transition estimations

Table 3-1: Summary of the requirements, challenges and the derived implications for design
for automatic inference systems of expressions from vocal cues.

3.3 General framework

The model presented here is designed for continuous analysis and inference of expressions
in non-verbal speech and, with slight adaptations, to synthesis. The model consists of
five layers of processing, depicted as a block diagram in Figure 3-1. For each level, there
is a short description of the requirements in the design stage and the expected analysis
process in the final system.

Each of the layers contributes to the whole solution, and to the compatibility of the
system with a hierarchical model of the expressions. At the design stage each layer poses
its own challenges, in addition to the challenges posed by their integration into different
applications.
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1. Data Acquisition 
Preparation:  Define, record, segment and label  
Operation: Record /synthesize real-time speech 

2. Feature Extraction 
Preparation: Choose features, define extraction algorithm 
Operation: Extract features, such as pitch, energy and spectral content  

3. Local Patterns and Secondary Metrics 
Preparation: Define temporal patterns and statistical properties 
Operation: Gather the secondary metrics of each utterance 

 

4. Utterance Level Inference 
Preparation: Train the system or set deterministic rules 
Operation: Inference of expression and/or speaker 

 

5. Interaction Level Inference 
Preparation: Train the system or set deterministic rules 
Operation: Track changes, define tendencies 

Set level of certainty for utterance level inference 

Preparation: 
feature selection 

Figure 3-1: A hierarchical framework for dynamic inference. ”Preparation” refers to
the requirements for building the inference machine. ”Operation” refers to the inference
processing of speech signals in the working system.

This framework is hierarchical in nature, from audio stream and segmentation through
extraction of vocal features to inference of expressions. It also supports multiple levels of
temporal inference, including vocal features with various temporal characteristics, utter-
ance level inference and on to interaction level analysis. The asynchronous analysis cues
from the different levels can be integrated in order to enhance the inference.

There are several reasons for using a hierarchical framework. First, analysis of the
entire speech signal without any pre-processing would have been preferable, but is not
practical. The sampled speech signals form very long arrays. Training a machine to
recognise similarities and differences among such long arrays is not efficient. Furthermore,
such inference could not reveal understandable and transferable information that may
support further analysis of other datasets and might limit the application of the findings
to synthesis.

The interpretation of each stage can be flexible and adjusted to the available data, and
to the requirements of the application. This framework allows generalisation of solutions
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by integrating similar parts from systems that were built using different datasets and
features. The framework is designed for inference systems, but can be easily translated
to synthesis.

Stage 1: Data Acquisition

The first stage is the data acquisition layer. This layer sets the limitations for the rest
of the processing. The framework addresses the design considerations for the acquisition
of the expressive datasets, which relate to the dynamical nature of interactions. These
datasets are different from datasets that include stand-alone utterances, or datasets of
several extreme expressions or of a single mental state. The design of the dataset is
crucial to the performance of the inference system. The acquisition of expressive data
is not trivial and there are only a few reference datasets for comparison. Training and
building a system that can be adapted to various scenarios, such as real-time inference
and natural synthesis, has to use datasets that supply a wide range of observations for
training. The design, recording and labelling of such datasets is a major design challenge.
The goal is to create a system that can work on recorded speech in real-life and real-time
situations, or generate natural-sounding synthesised speech.

Stage 2: Feature definition and extraction

The second stage is the extraction of basic physical metrics or features from the speech
signal, such as the fundamental frequency (pitch, intonation), energy or intensity of the
signal, and spectral content. This layer is common to most current inference systems.
However, a good enough set of parameters that should be extracted in order to achieve a
better coverage of expression nuances is yet to be defined. Furthermore, there are many
definitions and algorithms for the extraction of some of the main features, especially for
the extraction of the fundamental frequency and speech rate, and the number indicates
the complexity of the problem, as most of the algorithms are not robust enough for all
speakers and recording platforms. For example, features that describe voice qualities such
as dull or warm still lack definition.

Stage 3: Local patterns and secondary metrics

The third layer processes local patterns and statistical characteristics of a whole utterance.
These local patterns include parameters such as fundamental frequency (f0) contours and
energy patterns along an utterance. In addition, it includes temporal characteristics such
as the durations of speech parts such as silence, voiced and unvoiced speech and speech
rate. This level of analysis has not been thoroughly investigated yet and few systems
currently use local patterns within utterances. The building stage of a system requires
the definition of the statistical and temporal metrics. It may also require the definition
of a set of patterns that are significant for the inference or synthesis of expressions, in
addition to building a mechanism that can recognise or generate these patterns.

Stage 4: Utterance level inference

The fourth layer comprises inference at the utterance level, where local patterns, together
with statistical metrics and inputs from the analysis of previous utterances, contribute to
the analysis or to the synthesis of the current utterance. The inference output may include
several observations in parallel, as we expect mixtures of expressions, and different layers
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of expressions, each of them with different temporal characteristics and with different
probability or confidence levels, as described in the previous section. This approach is
different from most of the currently published work in this area, where either one mental
state is recognised, or one of a few extreme emotions, for each utterance by itself.

Stage 5: Interaction and expressions’ mapping layer

The fifth layer is the interaction layer. This takes into account the connectivity among
expressions, including gradual transitions between expressions and between utterances.
This layer is the one that recognises the dynamic characteristics of the expressions during
an interaction. In this layer, expression mapping, the analysis of the relations between
expressions with different lexical definitions, can be integrated. The mapping can con-
tribute to the prediction and verification of an inference. It can also define the gradual
transitions among expressions for synthesis.

The implementation of this layer depends significantly on the requirements, goals
and setups of the different applications because the scope of a general solution is very
large whereas the previous layers are more general and can be easily used for various
applications. In a multi-modal solution an integration of cues from different modalities
can be performed at this stage or in the utterance layer [7].

This layer incorporates the analysis of the relation between expressions. Therefore,
expression mapping is a part of this layer definition. It involves the application of the
inference machine to the description or inference of a wide set of mental states and to
analysis of the relations between their meanings and their related expressions.

3.4 The implementation framework

The previous section described a general framework for dynamic analysis of expressions.
This section describes how this framework has been implemented in this research. It
presents summaries of the implementation of each of the framework’s layers. A schematic
description of the areas in which this work is innovative appears in Figure 3-2. Detailed
descriptions are given in the next chapters, in which the different topics are organised by
their order in the framework.

Databases

Two datasets have been used in this research. The Doors database was defined and
recorded as part of this work, and the MindReading database was used for training and for
expression mapping. Table 3-2 summarises their properties. The MindReading database
provides a very large number of labelled mental states, unlike most work in the field that
explore only few expressions, and mostly ’basic emotions’. In this research, an extended
version of the MindReading database which includes 756 concepts was used. The Doors
database provides naturally evoked expressions and expression nuances, during a human-
computer interaction situation, with multi-modal cues. Chapter 4 describes these datasets
in more detail.
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Figure 3-2: This work and the general framework, the colour code is from light to dark
according to processing stage. The general framework is described on the left. The contri-
bution of this work which is relevant to each layer appears on the right in a similar colour
and with an arrow to the equivalent layer in the general framework.

Features

The main features that are derived directly from the speech signal in this work are pitch
(the fundamental frequency), energy and the spectral content or the energy of the signal
in different frequency bands. Vocal features that have not been used before for expressive
speech analysis were also used in this work, for example features that draw on similarities
to musical properties such as harmonic properties, dissonance and consonance. All the
mathematical definitions and extraction algorithms have been reviewed, and changes to
existing algorithms have been introduced, for example in the pitch extraction algorithm.

Local and secondary metrics

The next stage is to derive secondary metrics that describe how the main vocal features,
which are extracted directly from the speech signal, change over time and from one expres-
sion to another. Some of these secondary metrics are statistic measures of a feature value
or duration throughout the utterance, such as mean, range, median, standard deviation,
minimum and maximum values, or the number of occurrences.
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Doors MindReading
Language Hebrew English

2 Sentences, 100 repetitions each Different text for each sentence
Text + unrestricted text

+ laughter, breathing, etc
Neutral (task related) content Mostly neutral content

Speakers 15 speakers 12 speakers
age 25-55 different age groups, including children

Natural/acted Natural Acted

Context HCI interaction Unrelated sentences
∼15 minutes for each person

Unlabelled Labelled:
Labels 6 sentences of each of over 756 mental

(partial manual labelling, and in state concepts, organised in 24 groups
correlation to other modalities) (the MindReading taxonomy)

Multi-modal: voice, facial expressions, Voice only
Modalities events physiological cues (BVP, GSR, (includes also unrelated recordings of

ECG), mouse movements, reaction time facial expressions and gestures)

Table 3-2: Properties of the two datasets used in this work, the MindReading and the
Doors.

Another type of secondary metrics used here is related to behavioural patterns of the
features within the utterance, and the statistical properties of these patterns or speech
parts. A rule-based parsing algorithm was defined. It divides the utterance into speech
parts that are linguistically significant, such as energy peaks with no pitch (consonants,
breathing, etc), energy peaks with pitch (vowels or full syllables) and pauses or silence.
The durations, the peak values, the distances and the value relations were considered, as
well as the speech rate. Many of these metrics can be paralleled to musical properties
such tempo and the relations between tones in a melody.

A further examination of local patterns in the form of an alphabet of fundamental
frequency contours was undertaken by Laura Crockett for her final-year undergraduate
dissertation under my supervision [8].

The vocal features, their extraction algorithms and the secondary metrics are described
in detail in Chapter 5.

Utterance level inference
An inference system was built for emotions and complex mental states. It allows recog-
nition of expression mixtures that change asynchronously. The machine was built to
recognise an arbitrary set of nine expressions, including: joyful, absorbed, thinking, inter-
ested, sure, unsure, opposed, excited and stressed.

The inference system is built from pair-wise machines. Each machine distinguishes
between two expressions from this set. The machines were built using either a tree deci-
sion algorithm (C4.5) or support vector machine (SVM). These algorithms were chosen
because they yielded the best results compared to other classification algorithms and their
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implementation is simple. Each machine and each expression pair use a different set of
features and metrics for the classification. There is no one set of features or metrics which
is suitable for all the expressions. The training of each machine was based on finding a
combination of classification algorithm and feature set that optimises the classification
(inference) results.

A decision or voting mechanism then chooses the dominant expressions as revealed by
the combined results of the pair-wise machines. Several expressions can be dominant at
the same time, allowing for expression mixtures. The inference system was validated by
10% cross-validation and by 70%-30% split, over 546 sentences. Its accuracy is these tests
was 81% (chance is 11%).

The system can be expanded to include more expressions by adding pair-wise machines.
Additional pair-wise machines can be based on various classification methods and use
different features and different datasets. The inference system is described in Chapter 6.
Implementation of the system to various applications and further verification are described
in the next section, in Chapter 7 and Chapter 8.

Interaction level inference, mapping and applications
Three different tests have been done for the last level of the framework, which includes
the interaction level inference, expressions’ mapping and applications.

The first test compares the ability of the machine to distinguish complex mental states
to human performance.

The second is automatic expression mapping. The mapping is of concepts according to
the vocal correlates of a small set of expressions (concepts). I describe here the mapping
of 459 concepts of the MindReading taxonomy and database. The mapping was done
according to the expression set which is recognisable by the inference machine. Two
methods of mapping are presented the first combines the MindReading taxonomy and
the taxonomy which is defined by the expressions that are recognisable by the inference
system, and the second is only according to the recognisable expressions.

The third part includes tracking vocal expressions in time and comparing them to
events and to other behavioural cues. The analysis of the Doors database provides a
multi-modal perspective by comparing the recognised expressions to events and user de-
cisions during the interaction, and by comparison of vocal expressions to other forms of
behavioural expressions, such as delays and mouse movements.

This experiment demonstrates the flexibility and generality of the system. It shows
an application of a system that was trained on a one dataset (MindReading) for the
analysis of another dataset (Doors). These datasets are in different languages (Hebrew and
English), one acted the other naturally evoked, one includes single utterances the other
provides dynamic tracking in time, during an HCI interaction, of mixtures of asynchronous
expressions and nuances of expressions.

The Affect Editor is an example of an synthesis related application. It is describe in
a paper [9], but is beyond the scope of this dissertation.

3.5 Summary

This chapter explored the requirements and challenges involved in the development of
automated paralinguistic systems that give global solutions. It concludes that a global
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solution is not necessarily plausible or feasible, and not particularly necessary. However,
the inclusion of dynamic analysis can help to enhance the flexibility of partial solutions.
Flexible and expandable solutions can enhance future broader systems.

A general framework for the development and structure of such systems was intro-
duced, and the system and solutions which were developed in this research have been
described along the guidelines of this framework and its possible applications. Detailed
descriptions of all the stages of the research are given in the next chapters, including
relevant references.
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Chapter 4

Data Acquisition

Ideally an inference machine should be able to infer an expression from any given utter-
ance, or to analyse the expressions during the course of an interaction. A synthesiser
should be able to generate a required expression or expressions. In order to build such
machines, suitable training data is required.

A major challenge in this research area is the lack of conventional, public databases of
naturally evoked, labelled expressions, both for single mode and for multi-modal analysis.
This shortage requires each group or researcher to construct a new database and therefore
findings cannot be easily translated from one project to another, and the performance of
different systems cannot readily be compared. A more comprehensive review of this issue
can be found in a paper by Cowie et al. [1]. In this paper, the writers identify four issues
that should be considered in the development of emotional databases including scope,
how many expressions and speakers; naturalness, acted or naturally evoked; context, such
as text and situation and descriptors, the types of existing annotations for the database,
such as expression labels and phonological descriptors. The development of databases to
enhance the dynamic analysis of expressions should consider the same criteria.

Eliciting emotions

Many projects are based on staged expressions or on read paragraphs, using actors [2]. An-
other approach is to collect emotional episodes from films [3,4]. Several speech databases
include nonsense speech, with the aim of eliminating the effect of text. Most of these
databases focus on Ekman’s basic emotions [5] , or on other small sets of extreme emo-
tions.

The problem is that extreme emotions are rare in everyday life, whereas nuances are
common. Everyday expressions may include a mixture of intentions, mental states and
emotions. In addition, staged expressions are different from real expressions; an example
is the difference between a facial expression of smile and the label of happiness.

Several approaches for eliciting natural or natural-like emotions have been developed.
The method that obtains data which is most natural is to use recordings of people in
real situations, for example during telephone conversations, or of pilots during flight.
The CREST database [6] is a major effort of this type and includes recordings of people
in their natural environment over a period of five years. A different method is to use
photographs, film episodes or music that elicit certain emotions, and record people while
they are watching or hearing them [7]. This method is used mainly for the recording
of facial expressions. Another method is to record people who perform a given task, for
example a frustrating computer game [8], solving mathematical problems while driving [9]
(for stress investigation) or asking young mothers to perform a certain task with their
babies [10]. This method provides the researchers with more control on the content and
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the setting, although most of the databases include only one modality, elicit a small variety
of expressions, consider time-discrete events, and are proprietary.

Labelling

A common problem to all these methods is the association of names, labels, or descriptors
with the recorded expressions. Often many sub expressions may be defined under one def-
inition of an expression [11], for example different types of anger. Mixtures of expressions
and emotions also pose a problem for labelling. Cowie and Cornelius mention most of the
descriptors of expressions [12], and also the tool FEELTRACE which allows users to label
dynamic transitions among expressions. More elaborate systems, multi-modal analysis
and context awareness can help the designers of a database to define additional descrip-
tors. Recently several systems that should facilitate manual labelling of different aspects
of multi-modal systems, such as video and speech, have been developed, but automatic
systems are not available yet.

Segmentation

Another issue that arises from continuous recording is segmentation. A system should
be able to detect human speech, to distinguish between speech and other sounds, and to
divide the speech into meaningful and manageable units.

The issue of segmentation is relevant also for the working stage of an inference system
which works in real-time. Such a system may receive a stream of data and choose the
relevant time segments for analysis. Since many interactions do not occur in a fully
controlled environment, there may be a number of complicating factors, such as the
presence of noise and sounds, multiple speakers and the like.

Two databases were used in this research, Doors and MindReading. The Doors
database consists of natural expressions, evoked during a computer related task. It is
built of utterances with identical text to exclude the influence of textual changes from
the detection and analysis of expressive features. The MindReading database includes
a large variety of acted and labelled expressions, arranged in 24 groups containing 756
concepts [13, 14]. These databases represent two different and complementary types of
databases, and therefore represent some of the requirements from databases in general,
the challenges in defining, recording and analysing databases, and the advantages and the
disadvantages of these types of databases and their implementations. In addition they
provide diverse testing material for the inference system, and opportunities for further
analysis of the relations between expressions in time and concept. The following section
provides a description of these databases, and the algorithm used for the segmentation of
the voice segments from the Doors database.

4.1 The Doors database

The Doors database was constructed in collaboration with the Psychology and the Bio-
Engineering Departments in Tel Aviv University 1 My aim was to record a multi-modal

1Rinat Bar-Lev and Matti Mintz from the Psychology Department used the Doors game to investigate
the performance of children with behavioural problems using the computerised IGT, and wrote the
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database of naturally evoked expressions in a controlled environment. The goal was
to investigate affective non-verbal speech and facial expressions. Additional data was
recorded, including physiological cues, mouse movements and interaction related events,
in order to support the identification and labelling of expressions, and for multi-modal
analysis. The participants group comprised 15 Hebrew speakers, both male and female;
the range of ages was 24 to over 50. Figure 4-1 shows a schematic description of the
recording system.

The database consists of recordings of people engaged in a human-computer task. The
task was a computer game designed to evoke emotions and expressions, based on the Iowa
Gambling Test (IGT) [15]. The game involved one hundred repeated events, in which the
participant had to choose one of four doors. Each door had a different profit and loss
expectation, unknown to the participant, and the participant’s aim was to gain as many
points as possible.

 
 

Figure 4-1: Database recording setup: video camera, microphone, a system for measure-
ment of physiological cues, together with a PC running the computer game, which controls
the loudspeakers, used for synchronisation.

Figure 4-2 shows four screen shots of the Doors game: Closed doors; an open door
with high gain; an open door with low gain; The displayed gain value is set for each door,
50 points for two of the doors and 100 points for the other two. The last figure (bottom
right) shows an open door revealing a loss appearing a few seconds after the opening of a
door that at first showed a high gain. The loss value changed between trials and doors.
The bar at the side shows a schematic estimate of the total gain so far (green) relative

softaware for it. Shay Davidi and Oded Barnea from the Bio-Engineering Department developed the
tools for physiological measurements in order to compare BVP (Blood Volume at the Periphery) and
ECG data as heart-rate indicators, and included the GSR for the benefit of the other participants. I
defined the requirements of the video and audio recording, defined and arranged the settings. I also
did the actual recordings with Shai Davidi with help from Vered Aharonson. I am the only participant
who needed all the data and its synchronisation. The synchronisation method was defined by all the
participants with the help of Noam Amir.
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to the possible gain range (4 levels of pink), the white window at the top shows the total
gain in points.

The speech consists of two repeated sentences, forming a corpus of 200 sentences for
each participant, in addition to free speech sessions. The same sentence was repeated
in order to allow extraction of features that are only related to expressions, eliminating
differences due to textual content. The participant had to say one sentence when choosing
a door ’open this door’, phrased in Hebrew as ’open door this’. After seeing what was
hidden behind the closed door, the participant had to say ’close door’. After 20 trials,
we asked about the chosen strategy, and had a short interval of free speech, without text
constraint, which was aimed at the human instructor, and not at the computer. The
sampling rate of the recorded speech signals was 32,000Hz, 16 bit, mono.

Figure 4-2: Screen shots of the Doors game (from left-upper corner, clockwise): Closed
doors, an open door with high gain, open door with low gain. The gain value is set for each
door, 2 doors 50 points and 2 doors 100 points. The picture on the lower right corner shows
an open door showing loss following a display of high gain. The loss value changes between
occurrences and doors. The bar at the side shows a schematic estimate of the gain (green)
relative to the possible gain range (4 levels of pink), the white window at the top shows the
total gain in points.

Figure 4-3 shows the recording system. The ECG (Electrocardiogram, equivalent
to heart rate), GSR (Galvanic Skin Response, the measurement of skin conductivity,
or humidity) and blood volume in the periphery were also measured and recorded by
a special system built for this experiment. A delay of 3 seconds was set between the
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decision, i.e. mouse click, and the opening at the doors in order to allow the development
of physiological reactions to expectations. The database captured the number and rate
of mouse movements, calculated by the game program, and records of the participants’
actions and the consequent results.

 
  

Figure 4-3: Database recording set-up from the participant’s point of view: 1.blue back-
ground, 2. ECG electrodes on arm and waist, 3.GSR (Galvanic Skin Response) and blood
volume electrodes, 4. Microphone, 5. Dots painted on face, 6. Computer screen, 7. Mouse,
8. Loudspeakers. The video camera was positioned above the computer screen.

Figure 4-4 shows an example of a frame from the video stream of facial expression
and head gestures. The painted dots and blue background were designed to address the
problem of tracking pose changes during analysis, as revealed in various related works
[7,16–18]. These measurements and recordings allow comparison among modalities; they
also give a measure of arousal and can help explain the recorded expressions.

Figure 4-4: An example frame of the video recording of facial expressions and head ges-
tures.
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Segmentation

The Doors database includes speech recordings of 15 people. Each speech waveform
includes 200 designated sentences, free dialogues, and 100 bell rings (which were used
for synchronisation). An automated segmentation method was sought to facilitate the
tedious task of extracting the designated sentences. Most segmentation methods relate
to segmentation of speech signals into basic units of phonemes or into words [19]; here,
however, the segmentation is into sentences, including one-syllable word sentences, such
as ’no’.

The method chosen for segmentation of the speech and sound signals into sentences
was based on the modified Entropy-based Endpoint Detection for noisy environments de-
scribed by Shen et al. [20]. This method calculates the normalised energy in the frequency
domain, and then calculates entropy, as minus the product of the normalised energy and
its logarithm. In this way, frequencies with low energy get a higher weight. This corre-
sponds to both speech production and speech perception, because higher frequencies in
speech tend to have lower energy, and require lower energy in order to be perceived.

In order to improve the location of end-points I used a zero-crossing rate calculation
[21] at the boundaries of the sentences identified by the entropy-based method. This
corrected the edge recognition by up to 10msec in each direction

This method yielded very good results, recognising most speech segments (95%) for
male participants, and bell rings, and eliminating most of the noise segments. However
it requires different parameters for men and for women and therefore, most of the seg-
mentation was done manually. Both sets required additional manual sorting. Principle
Component Analysis (PCA) was applied to a small part of the database, in order to
distinguish between the two sentences, and between speech segments and the bell ring
segments, but it yielded good results only in extraction of the bell segments from the
speech segments. The algorithm is described in detail in Algorithm 4-1.

Discussion

The Doors database, although it has many advantages, still has a few drawbacks:

Control

The test was not as controlled as it could have been. A speech recognition system could
have been used to allow events to occur only when a certain sentence was uttered; to
contain the participant to use the predetermined sentences. For simplicity, and in order
to avoid extra stress on the participants, this was not implemented. As a result, some of
the pre-designed sentences were altered by the participants throughout the experiment.

On the other hand, the timing of the text was not always synchronised with the actual
reaction of the participants to the game’s events that was expressed in other manners. It
does not disguise long-term attitudes but sometimes miss spontaneous reactions. These
spontaneous reactions are an advantage for analysis of natural behaviour.

Not all the participants experienced the same sequence of events. Different participants
made different decisions about the doors, and therefore got different results, which elicited
different expressions. In addition, different people react differently in similar situation,
therefore, the expressions and labels change from one participant to the next.

In general, we expected higher motivation levels, and intended to tempt the partic-
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ipants to win using prizes. The actual recordings were done with volunteers, including
graduate students and staff members, who could not easily be motivated by such prizes.

Segmentation Algorithm
Define:

• The signal is divided into overlapping frames

• FFT length 512, Hamming window of length 512.

For every frame of the signal, X:

• a = FFT (X ·Window)
• Energy = abs(a)2

For non-empty frames calculate the normalised energy and the entropy :

• Energynorm =
Energy∑

frequency bins

Energy

• Entropy = −
∑

Energynorm · log2 (Energynorm)

• MinEntropy = min(Entropy > 0)
• Entropyth = average(Entropy) + µ ·MinEntropy µ = 0.1
A speech segment is located in frames in which the Entropy > Entropyth

For each segment:

• Locate all short speech segment candidates and check if they can be unified with their neighbours.

A segment shorter than 2 frames is not considered a speech segment.

A short segment of silence in the middle of a speech segment becomes part of the speech segment.

• Check that the length of the segment is longer than the minimum sentence length allowed;

from observation it was set to 0.1537 sec.

• Calculate number of zero-crossing events at each frame, ZC .

• Define threshold of zero-crossing as 10% of the average ZC : ZCth = 0.1 · average(ZC)
• For each of the identified speech segment, check if the there are adjacent areas in which

ZC > ZCth. If there are, the borders of the segments move to the beginning and end as defined by

the zero-crossing.

Algorithm 4-1. Segmentation algorithm.

Labelling

As in other naturally evoked databases, the database has no labels for expressions, i.e. it
does not include the names of the related emotions, attitudes and mental states. One of
the reasons for the recording of game events and multiple modalities was to help labelling.

Manual labelling with few labels was attempted for initial observations. These obser-
vations were conducted in order to verify the feasibility of nuances inference of complex
mental states from non-verbal speech cues. At this stage, I tried to give one label to as
many utterances as possible. In many cases, I could not define any specific label. The
database was labelled manually and checked by four evaluators. Only utterances for which
the evaluators agreed on a label were used. Some of the labels were justified by correla-
tion with the game’s events, such as participants’ decisions, gains and losses, and special
scenarios. In addition, I found high correlation among galvanic skin response (GSR)
patterns, which are related to events that yielded the labelled expression of uncertainty.
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In the second stage of the analysis, in which I used an inference machine that was
trained and validated on another database, I used the results of the inference machine
and the correlation of the vocal cues to the other modalities for analysis and validation.
These results are reported in Chapter 8.

Processing

Another drawback, from the processing point of view, is the large amount of information:
the raw data requires a lot of pre-processing before any analysis can be run on it. For
example, the video recordings of facial expressions run continuously for 15 minutes, while
many vision research groups still struggle with streams of a few seconds. The various data
streams require segmentation, and synchronisation before any analysis can begin.

On the other hands it has many advantages:

Expressions in HCI

The database includes expressions from a specific type of HCI application.

Range of expressions

It focuses on nuances and on temporal changes, which have not been thoroughly in-
vestigated before. The recorded expressions, which differ among participants, include
uncertainty, testing, determination, enthusiasm, and regained enthusiasm, a subdued ex-
pression, boredom, laughter that evolves from amazement, lack of understanding and
disappointment, laughter that evolves from amusement, calculations, thinking aloud, and
more.

Control

The only differences between the repeated sentences are related to their expressions.
Therefore, the database is useful for the analysis of parameters that influence expressions
in general, and for dynamic analysis of expressions in time. It represents natural expres-
sions during an interaction with a computer. The two repeated sentences offer a measure
of control for the experiment’s generality. They also contribute to the dynamic analysis,
as they provide different momentary expressions while following the same medium-term
moods. We assume that nothing has changed the longer-term attitudes and mental states
during the interaction because there was nothing in the interaction that could have influ-
enced them.

Focus on medium and short-term expressions

In relation to the multi-layer model of expressions in time, the recording setup successfully
generated changes in the medium and short-term attitudes and reactions that evolve from
the interaction itself, as expected. Some of the expressions could be detected over several
consecutive utterances or over a whole interaction, some lasted only one utterance, and
some were revealed in unrelated intervals during an interaction. As expected many of the
utterances reveal natural transitions within an expression.
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Naturally evoked expressions

Although the setup is not entirely natural and does not necessarily represent the com-
mon HCI interaction, in the sense that people do not generally sit with electrodes being
recorded, it reveals naturally evoked expressions and relations among them. The neutral-
ity of the text and the lack of over motivation or extreme excitement seem to represent
the majority of daily interactions.

Non-verbal sounds

The continuous recording of the whole interaction (vs. discrete utterances), revealed
another aspect of dynamic speech and audio analysis, which is the wide spectrum and the
significance of non-verbal sounds and breathing patterns. These reactions include sharp
inhaling, exaggerated exhaling, laughter, free speech and non-verbal sounds. These cues
are an integral part of the interaction and its affective impact. Their analysis could be
part of a dynamic analysis of an interaction. In some cases we can also detect sounds
that, without a sensitive microphone, we could not detect, such as subtle sounds while
preparing the mouth for speaking. Such indicators of mouth dryness can be relevant to
some applications.

Multi-modal

The cues from the different modalities complement each other. There are cues that appear
only in non-verbal speech, and expressions that appear only in the facial expressions. Part
of these differences relate to different durations of the expressions: we detect patterns of
subtle facial expressions, like surprise, that last less than 200msec before returning to the
original expression, while the generation of breathing patterns such as deep inhale require
more effort and time and occur in more pronounced instances of surprise. In addition,
facial features are active all the time while speech is segmented and appears in discrete
instances, especially in the setup we used. On the other hand the control over larger
facial expression acts is better and depends on display rules more than speech. Therefore
the speech reveals subtle tendencies and changes that the facial expressions do not. In
the database the additional modalities, even if they are not part of the actual inference
system, add cues that help the designers to label the expressions in the speech utterances.

The properties of this database allow further research in the area of automatic multi-
modal inference of expressions and may be beneficial to research in other disciplines, such
as linguistics.

In order to extend the range of the investigated expressions and of labelled expressions,
an additional database was used, the MindReading database, which is described in the
following section.

Additional recordings

Another short set of recordings for this work included recordings of 6 people saying ’lo’
(which means ’no’ in Hebrew), with 10 different unrestricted expressions each, in order
to check very short expressive sentences. The observations from these recordings reveal
that people change the length of the utterance and the intonation pattern in one word as
they do in a longer utterance. It also emphasised the differences of voice spectrum among
individuals, and that the change of expression should be estimated per person.
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4.2 The MindReading database

The MindReading database was also used in this research.The MindReading DVD is an
interactive computer-based guide to emotions. It was developed by a team of psychologists
led by Professor Simon Baron-Cohen at the Autism Research Centre at the University of
Cambridge, working with a London multimedia production company. The objective was
to develop a resource that would help individuals diagnosed with ASD to recognise facial
and voal expressions of emotions [13]. Many people diagnosed with Autism Spectrum
Disorders (ASD) correctly recognise the basic emotions, but often fail to identify the
more complex ones, especially when the signals are subtle and the boundaries between
the emotional states are unclear [22]. Existing corpora of non-verbal expressions are of
limited use to autism therapy, and to this dissertation, since they encompass only the
basic emotions.

The MindReading database comprises of 4411 acted sentences, covering approximately
756 different concepts of emotions. For each emotion, there are 5-7 recorded sentences
uttered by different actors. The database is based on taxonomy of mental states that
are classified into 24 meaning or emotion groups. This makes it a valuable resource in
developing an automated inference system for computer user interfaces and for expression
mapping (the analysis and presentation of the relations between expressions and between
mental state concepts).

In addition to the advantages there are two issues that should be considered in its
analysis. The first evolves from the fact that the taxonomy is built by meaning groups.
There are nuances of expressions that could fit into more than one of the 24 general
groups. However, more precise categorisation among the groups is difficult and subject to
different interpretations of the lexical meaning. In addition, a general conceptual group
may include two extremes of a concept (positive/negative, active/passive and the like).
For example, in the unfriendly group there are both ignoring and argumentative. In the
sad group there are both soulful and hysterical. Angry includes moody, touchy and also
infuriated and wild. Excited includes the range from keen and refreshed to hysterical. The
happy group is more complicated, because it includes beside concepts related to happiness
and amusement also terms that are related to contentment and well-being, such as calm,
safe and concepts such as relieved and exonerated, which exist in cases of opposition
or negative situations. Therefore, a connectivity analysis using these definitions is not
straightforward, and trying to set expression groups in the MindReading database, in
order to get larger groups for statistics posed some problems.

The second issue is the accuracy of the acted expressions and their relation to their
assigned labels. Although several evaluators checked every utterance, and gave each the
most probable label, nonetheless a different group of people could not attach the same
labels to approximately 20% of a test set of 24 concepts [14]. The possible reasons for
inaccuracy vary. The main reason is that it is difficult to act nuances, especially when
they are also related to physiological reactions. For example, voice is much more difficult
to control than facial expression. Evaluators are often given a set of definitions and have
to choose the closest, which is not always the best. The task becomes more complicated
when there are subtle expressions and thousands of utterances to evaluate.

Nevertheless, the MindReading database was successfully used in this research for both
training and testing of the inference system, for expression mapping and for observations
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at the stage of vocal feature definition.

4.3 Summary

The Doors and MindReading databases are examples of databases that complement one
another. I chose to use these databases because together they help to achieve a more
generalised system. The Doors database supplies a detailed analysis of the dynamic
characteristics in a natural interaction, and of the prosody parameters that define nuances
of naturally evoked expressions. It is suitable for the analysis of short and medium- term
expressions that change during an interaction. The database provides additional cues such
as breathing patterns and free speech session. It is also built for multi-modal dynamic
analysis which supports its labelling and helps to verify the inference in single modalities,
in addition to defining the relations between different cues and their relative contributions
to inference. This database has a large research potential also for linguistic research
purposes. The MindReading database enlarges the scope of the analysed expressions
by presenting a very large set of expression concepts and their linguistic definitions. Its
labelling and group definition provide suitable training data. In addition, it allows analysis
of the connectivity of expressions, both lexically and by using the prosody parameters.
The two databases allow investigation of a large variety of research questions, but they
also require a lot of additional work. In the scope of this work I could address only part
of their potential.
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Chapter 5

Vocal features of emotions and mental
states 1

One of the goals of this research is to identify the features that characterise different
expressions and nuances of expressions. The definition of features is an essential part of
the analysis and has a significant effect on the inference accuracy. This chapter describes
two stages of the general framework. It first describes the second stage of the framework
which incorporates the definition and extraction of vocal features from the speech signal.
It then describes the implementation of the third stage of the framework, the definition
of secondary metrics, including statistical features and temporal characteristics which are
extracted or derived from the vocal features.

This chapter includes a background section that explains why vocal features are re-
quired for the analysis, and reviews the most commonly used features. It then includes
sections that explain the extraction of the main vocal features. It includes background
that explains the selection of features and the selection of extraction algorithms. It surveys
the algorithms that have been developed during the course of this work and modifications
to existing algorithms. The extracted features include the fundamental frequency (f0),
energy, spectral content and harmonic properties. It is followed by a section that describes
a parsing algorithm that divides the analysed utterance into several parts according to
their vocal properties and the speech rates calculation which is derived from the parsing.
The last section of this chapter defines the two sets of secondary features and metrics
used for the inference in this work. The first set was used for the initial observations and
includes mostly statistical metrics over the whole utterance. The second set was devel-
oped as a result of these observations and includes more time-related metrics. This set
was used for the development of the inference machine which is described in Chapter 6.

I used MATLAB for the development of the algorithms and for their application to
the speech signals.

5.1 Background

Analysis of the entire speech signal without any pre-processing would have been ideal,
but is not practical. For example, a three second long utterance, with sampling rate of
32 kHz (which is relatively low) is presented as an array of 96,000 samples. Training a
machine to recognise similarities and differences among such long vectors is not feasible.
Furthermore, such inference could not reveal understandable and transferable informa-
tion that might support further analysis of other datasets and that could be applied to
synthesis. Therefore a smaller set of features that includes all the relevant information is

1The original features, metrics and algorithms described in this chapter are under patent pending
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required.
Feature selection and extraction is not a trivial problem with known and accepted

solutions. The specific contribution of each feature to expressions is still unclear. Psy-
chological and psychoacoustic tests have examined the relevance of different features to
the perception of emotions and mental states using features such as pitch2 range, pitch
average, speech rate, contour, duration, spectral content, voice quality, pitch changes,
tone base, articulation and energy level [1–4]. However, different researchers have found
different and sometime contradicting features to characterise the same global definition
of expression. Furthermore, the definitions of expressions and emotions are not identical
among different works, the datasets are different [1], and the feature descriptions are of-
ten qualitative in nature, especially those that address voice quality, for example breathy,
tense, grumbling and the like.

The features most commonly used for automatic inference of emotions from speech
are derived from the fundamental frequency, energy, spectral content, and speech rate.
However, the determination of features for automatic prosody analysis is not well defined,
and there is no uniform way or single algorithm to extract each feature. It is especially
clear that for basic features, such as the fundamental frequency and speech rate, there
are multiple definitions and several calculation methods, not all of them yielding the
same results [5–10]. Additional features such as loudness, harmonies, jitter, shimmer, the
fluctuations in f0 frequency and in amplitude respectively, and rhythm have also been
used. The accuracy of the calculation of these parameters is highly dependent on the
recording quality, sampling rate and the time units and frame length for which they are
calculated.

Any classification attempt relies heavily on these results, and therefore choosing the
features to use is crucial for the rest of the research.

Few researchers have attempted to define features that describe voice quality in a
mathematical or quantitative manner [11]. In the literature, the human voice is often
described in terms such as sharp, dull, warm, pleasant and unpleasant. However, what
creates these characteristics has not been discussed. There is no explanation as to how
people can distinguish between real and acted expressions, including the distinction be-
tween real and artificial or constrained laughter.

The features for these expressions and their characteristics could be derived from any
of the approaches to expressive speech analysis, including the production mechanism
and signal processing, speech analysis, linguistic definitions, hearing mechanism, and
speech perception. Additional features from a musical point of view, for example, tempo,
harmonies, dissonances and consonances, have not been fully explored. Other features
that can be derived from music perception include rhythm, dynamics, and tonal structures
or melodies. Tonal related analysis includes chords, or the combination of several tones
at each time unit, and the structure of the melody, or the contour, that is how the tones
are arranged in a consecutive order in time. Different combinations of tones and tone-
intervals are related to keys in music, which are related to the perception of consonance,
dissonance and tension.

In addition to the problem of choosing features and defining robust extraction algo-
rithms, most of the features have different values along the utterance. The next issue is
to define a set of secondary features, metrics that will provide the means to analyse these

2Pitch in this context refers to the intonation, as in fundamental frequency (f0).
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features automatically. These include metrics that represent the behaviour of the features
over a whole utterance, here referred to as statistical features.

The linguistic approach is that analysis of the temporal behaviour of the intonation
and of other features should include reference to units such as syllables. In most datasets
that are used for linguistic analysis the annotation of syllables is done manually. If the
analysis is to be conducted without reference to speech recognition tools, an automatic
parsing mechanism is required. The parsing here follows to a large extent the linguistic
units, but it derives its motivation and definition from the vocal features including silence,
energy peaks and energy peaks with pitch.

Different researchers use different sets of statistical features for automatic emotional
speech analysis. For example, Dellaert et al. [12], use two sets of parameters. The first set
included: mean, standard deviation, minimum, maximum and range of the pitch, slope
and speaking rate. The second set comprised 17 features of smoothed and continuous
pitch. Oudeyer [13] used another set of 200 features and later a sub-set of 15, including
statistical features of pitch and of intensity of filtered signals. These two works were
carried on different databases and different sets of expressions; there is no agreement
about the calculation of the different features, nor about the role and the significance of
each feature, which demonstrates the challenge involved.

5.2 Fundamental frequency

The central feature of prosody is the intonation. Intonation refers to patterns of the
fundamental frequency, f0, which is the acoustic correlate of the rate of vibrations of the
vocal folds. Its perceptual correlate is pitch. People use f0 modulation, i.e. intonation;
in a controlled way to convey meaning.

As mentioned in the introduction to this chapter, there are many different extraction
algorithms for the fundamental frequency. I examined three different methods for cal-
culating the fundamental frequency, f0, here referred to as pitch. All three methods are
based on the autocorrelation of the signal. The autocorrelation is the cross-correlation of
the signal with itself, or how well a signal matches a time-shift version of itself. Autocor-
relation is useful for finding repeating patterns in a signal [14]. The first two methods are
an autocorrelation method with inverse Linear Prediction Code (LPC) [7], and a cepstrum
method [8]. Both methods of pitch estimation gave very similar results in most cases. The
third method is based on Boersma’s algorithm [10] which was used by him in the tool
PRAAT [15], which in turn is used for emotions analysis in speech [11,13], and by many
linguists for research of prosody and prosody perception. Boersma pointed out that sam-
pling and windowing cause problems in determining the maximum of the autocorrelation
signal [10]. This method therefore includes division by the autocorrelation of the window.
The next stage is to find the optimal sequence of pitch values for the whole sequence of
frames by using the best time-shift candidates in the autocorrelation, i.e. those with the
maximum values of the autocorrelation. This uses the Viterbi algorithm with different
costs associated with transitions between adjacent voiced frames, in which there is pitch,
and with transitions between voiced and unvoiced frames, in which there is speech but
without vibrations of the vocal folds (these weights depend partially on the shift between
frames). It also penalises transitions between octaves (frequencies twice as high or low).

The third method yielded the best results. However it still required some adaptations.



Chapter 5: Vocal features of emotions and mental states 54

Speaker dependency is a major problem in automatic speech processing as the pitch
ranges for different speakers can vary dramatically. It is often necessary to clarify the
pitch manually after extraction. I have adapted the extraction algorithm to correct the
extracted pitch curve automatically. The first attempt to adapt the pitch to different
speakers includes the use of three different search boundaries, of 300 Hz for men, 600 Hz
for women and 950 Hz for children, adjusted automatically by the mean pitch value of
the speech signal.

Fundamental Frequency Extraction Algorithm
>>> Pre-processing:

1. Divide the speech signal Signal into overlapping frames
>>> Short term analysis:

2. Apply a Hamming window to the signal in the frame, so that the centre of the frame has
a higher weight then the boundaries.

3. For each frame compute the normalised autocorrelation
4. Divide the signal autocorrelation by the auto correlation of the window
5. Find candidates for the pitch from the normalised autocorrelation signal - the first N

maxima values. Calculate parabolic interpolation with the autocorrelation points around
it, in order to find more accurate maximum values of the auto correlation. Keep all
candidates for harmonic properties calculation Algorithm 5-2

>>> Calculate in iteration an optimal sequence of f0(pitch), for the whole utterance. Calculate for
every frame, and every candidate in each frame, recursively, using the Viterbi algorithm. In each
iteration, adjust the weights of the candidates according to:

6. Check if the candidates’ frequencies are within the specific range, and their weights are
positive. If not, they become unvoiced candidates, with frequency value 0.

7. Define the Strength as the relation between the average value of the signal in the frame
and the maximal value of the entire speech signal. Calculate weights according to
pre-defined threshold values and frame strengths for voiced and unvoiced candidates.

8. The cost for transition from voiced to unvoiced or from unvoiced to voiced
9. The cost of transition from voiced to voiced, and among octaves
10. The continuity of the curve (adaptations to Boersma’s algorithm): the adaption is

achieved by adapting the strength of a probable candidate to the strength of the leading
candidate.

a. Avoid frequency jumps to higher or lower octaves
b. Frequency changes greater than 10 Hz
c. Eliminate very short sequences of either voiced or unvoiced signal.
d. Adapt to speaker by changing the allowed pitch range.

>>> After M iteration, the expectation is to have a continuous pitch curve.

Algorithm 5-1. An outline of the algorithm for the extraction of the fundamental fre-
quency. The adaption to Boersma algorithm [10] are in the iteration stage (stage 10).

Although this improved the pitch calculations, the improvement was not general
enough. The second change considers the continuity of the pitch curves. It consists
of several observed rules. First, the maximum frequency value for the time-shift candi-
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dates in the autocorrelation is allowed to change if the current values are within a smaller
or larger range. The lowest frequency default was set to 70 Hz, although automatic adap-
tation to 50 Hz was added, for extreme cases (Only very few sentences in the two datasets
required a lower minimum value, mainly for men on specific events). The highest fre-
quency was set to 600 Hz. Only very few sentences in the two datasets required a higher
range, mainly children who were trying to be irritating.

Second, the weights of the candidates are changed if using other candidates with
originally lower weights can improve the continuity of the curve. Several scenarios may
cause such a change. First, frequency jumps between adjacent frames that exceed 10 Hz:
In this case candidates that offer smaller jumps should be considered. Second, consider
candidates exactly one octave higher or lower from the most probable candidate, with
lower weights. In addition, in order to avoid unduly short segments, if voiced segments
consist of no more than two consecutive frames the weights of these frames are reduced.
Correction is also considered for voiced segments that are an octave higher or lower
than their surrounding voiced segments. This algorithm eliminates the need of manual
intervention in most cases, but it is time consuming. Algorithm 5-1 describes the outline
of the algorithm.

Figure 5-1 shows two fundamental frequency curves, one as extracted by the original
algorithm of PRAAT, and the other with the additional modifications.

A)

B)

Figure 5-1: A) Pitch extraction using the PRAAT, (ringed regions indicate the outlier
that require correction) B) after modification using algorithm 5-1.
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5.3 Energy

The second feature that signifies expressions in speech is the energy, also referred to as
intensity. The energy or intensity of the signal X for each sample i in time is:

Energyi = X2
i

The smoothed energy is calculated as the average of the energy over overlapping
time frames, as in the fundamental frequency calculation. If X1 . . . XN defines the signal
samples in a frame then the smoothed energy in each frame is:

SmoothedEnergyFrame =
∑

i=1:N

X2
i

The first analysis stage considered these two representations. In the second stage only
the smoothed energy curve was considered, and the signal was multiplied by a window so
that in each frame a larger weight was given to the centre of the frame. This calculation
method yields a relatively smooth curve that describes the more significant characteristics
of the energy throughout the utterance:

SmoothedEnergyFrame =
∑

i=1:N

(Xi ·Wi)
2

 

Figure 5-2: Different forms of energy calculations. A) speech signal, B) the energy of
each sample, C) the average energy of each frame, D) the energy of frames with Hamming
window.

Figure 5-2 shows a speech signal and the results of different energy calculations; the
speech signal is shown in (A). Its energy (B), the smoothed energy (averaged) (C) and



57 5.4 Spectral content

smoothed energy with a window (D). It can be seen that the smooth curves (C and D)
give the general behaviour of the energy, or the contour of the energy, rather than rapid
fluctuations that are more sensitive to noise, as in the energy calculation for each sample
(B). The application of a window (D), emphasises the local changes in time, and follows
more closely the original contour, as of the signal itself (A).

5.4 Spectral content

Features related to the spectral content of speech signals are not widely used in the
context of expressions analysis. One method for the description of spectral content is to
use formants, which are based on the speech production model [7]. I have refrained from
using formants as both their definition and their calculation methods are problematic.
They refer mainly to vowels and are defined mostly for low frequencies (below 4-4.5 kHz).
The other method, which is the more commonly used, is to use filter-banks, which involves
dividing the spectrum into frequency bands. There are two major descriptions of frequency
bands that relate to human perception, and these were set according to psycho-acoustic
tests - the Mel Scale [16] and the Bark Scale, which is based on empirical observations
from loudness summation experiments [17,18]. Both correspond to the human perception
of sounds and their loudness, which implies logarithmic growth of bandwidths, and a
nearly linear response in the low frequencies. In this work, the Bark scale was chosen
because it covers most of the frequency range of the recorded signals (effectively 100Hz-
10 kHz). The Bark scale ranges from 1 to 24 and corresponds to the first 24 critical bands
of hearing. The subsequent band edges are (in Hz) 0, 100, 200, 300, 400, 510, 630, 770,
920, 1080, 1270, 1480, 1720, 2000, 2320, 2700, 3150, 3700, 4400, 5300, 6400, 7700, 9500,
12000, 15500. The formula for converting a frequency f (Hz) into Bark is:

Bark = arctan

(
0.76 · f
1000

)
+ 3.5 · arctan

((
f

7500

)2
)

In this work, at the first stage, 8 bands were used. The bands were defined roughly
according to the frequency response of the human ear, with wider bands for higher fre-
quencies up to 9 kHz. Figure 5-3 shows the energy in different bands of a speech signal
using the eight bands. In the second stage the Bark scale up to 9 kHz was used.

5.5 Harmonic properties

One of the parameters of prosody is voice quality. We can often describe voice with terms
such as sharp, dull, warm, pleasant, unpleasant, etc. However, the speech features that
create these characteristics have not been identified. Concepts that are borrowed from
music may describe some of these characteristics and provide explanations for phenomena
observed in the autocorrelation of the speech signal.

Calculation of the fundamental frequency using the autocorrelation of the speech signal
usually reveals several candidates for pitch, they are usually harmonies, multiplications of
the fundamental frequency by natural numbers, as can be seen in Figure 5-4 and Figure
5-5 (a).
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Time (sec) Time (sec) 

7-9 KHz 

Speech Signal 

5-7 KHz 

4-5 KHz 

3-4 KHz 

2-3 KHz 

1-2 KHz 

0.5-1 KHz 

0-0.5 KHz 

Figure 5-3: Energy in different frequency bands: 0-500 Hz (band 1), 500-1000 Hz (band
2), 1-2 kHz (band 3), 2-3 kHz (band 4), 3-4 kHz (band 5), 4-5 kHz (band 6), 5-7 kHz (band
7), 7-9 kHz (band 8), and the speech signal (at the bottom).
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Figure 5-4: (A) Autocorrelation of a sentence uttered by a female speaker, calculated on
overlapping time-frames and (B) the autocorrelation of specific time-frames from the speech
signal in (A): a - pitch only, b - pitch and one significant harmonic interval which corresponds
to ratio 3:2 to the f0 frequency. The lines indicated by P denote the time delay of the pitch,
i.e. Pitch = SamplingFrequency/T ime Delay(P ).

In expressive speech, there are also other maximum values, which are considered for
the calculation of the fundamental frequency, but are usually ignored if they do not
contribute to it. Interestingly, in many cases they reveal a behaviour that could be
associated with harmonic intervals, pure tones with relatively small ratio between them
and the fundamental frequency, especially 3:2, as can be seen in Figure 5-4 (the line
indicated by b). Other intervals, such as 4:3 and more complicated patterns also appear,
as can be seen for example in Figure 5-5. These candidates do not exist in all speech
signals, and can appear only in parts of an utterance. It seems as if these relations might
be associated with the musical notations of consonance.
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Figure 5-5: Harmonic intervals in the autocorrelation of expressive speech. The top figure
is the autocorrelation of the whole speech signal, a) and b) are the autocorrelation at the time
frames marked in the top figure. The time delay of the points marked as ’Pitch’ are the points
for which the pitch or fundamental frequency is calculated: FundamentalFrequency =
SamplingFrequency/T imeDelay(Pitch).

In other cases, the fundamental frequency is not very ’clean’, and the autocorrelation
reveals candidates with frequencies which are very close to the fundamental frequency.
In music, such tones are associated with roughness or dissonance. There are other ratios
that are considered unpleasant.

The main high-value peaks of the autocorrelation correspond to frequencies that are
both lower and higher than the fundamental frequency, with natural ratios, such as 1:2,
1:3 and their multiples. In this work, these ratios are referred to as sub-harmonies, for the
lower frequencies, and harmonies for the higher frequencies, intervals that are not natural
numbers, such as 3:2 and 4:3 are referred to as harmonic intervals. Sub-harmonies may
suggest how many precise repetitions of f0 exist in the frame, which can also suggest how
pure its tone is. (The measurement method limits the maximum value of detected sub-
harmonies for low values of the fundamental frequency). I suggest that this phenomenon
appears in the speech signals and may be related to the harmonic properties, although
the terminology which is used in musicology may be different.

One of the first applications of physical science to the study of music perception
was Pythagoras’ discovery that simultaneous vibrations of two string segments sound
harmonious when their lengths form small integer ratios (e.g. 1:2, 2:3, 3:4) [19, 20].
These ratios create consonance, blends that sound pleasant. Galileo postulated that
tonal dissonance, or unpleasant, arises from temporal irregularities in eardrum vibrations
that give rise to ”ever-discordant impulses” [21]. Schwartz et al. [22] have shown that
statistical analysis of the spectrum of human speech sounds show that the same ratios of
the fundamental frequency are obvious in different languages. Tramo et al. [23] explain the
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neurobiology of harmony perception. They show that information about the roughness
and pitch of musical intervals is present in the temporal discharge patterns of the Type I
auditory nerve fibres, which transmit information about sound from the inner ear to the
brain. These findings indicate that people are built to both perceive and generate these
harmonic relations.

The ideal harmonic intervals, their correlate in the 12 tones system of western music
and their definitions as dissonances or consonances are listed in Table 5-1. The table
also shows the differences between the values of these two sets of definition. These dif-
ferences are smaller than 1% [24]. Terhardt [25] suggested that the different scales are
approximations.

Number of Interval Consonant? Intonation Equal Difference
Semitones Name Ratios Temperament

0 unison Yes 1/1=1.000 20/12 = 1.000 0.0%

1 semitone No 16/15=1.067 21/12 = 1.059 0.7%

2 whole tone (major) No 9/8=1.125 22/12 = 1.122 0.2%

3 minor third Yes 6/5=1.200 23/12 = 1.189 0.9%

4 major third Yes 5/4=1.250 24/12 = 1.260 0.8%

5 perfect fourth Yes 4/3=1.333 25/12 = 1.335 0.1%

6 tritone No 7/5=1.400 26/12 = 1.414 1.0%

7 perfect fifth Yes 3/2=1.500 27/12 = 1.498 0.1%

8 minor sixth Yes 8/5=1.600 28/12 = 1.587 0.8%

9 major sixth Yes 5/3=1.667 29/12 = 1.682 0.9%

10 minor seventh No 9/5=1.800 210/12 = 1.782 1.0%

11 major seventh No 15/8=1.875 211/12 = 1.888 0.7%

12 octave Yes 2/1=2.000 212/12 = 2.000 0.0%

Table 5-1: Harmonic intervals, also referred to as just intonation, and their dissonance
or consonance property, compared with equal temperament, which is the scale in western
music. The intervals in both systems are not exactly the same, but they are very close.

When two tones interact with each other and the interval or ratio between their fre-
quencies create a repetitive pattern of amplitudes, their autocorrelation will reveal the
repetitiveness of this pattern. Figure 5-6 and Figure 5-7 [23] show different combinations
of two pure tones and their harmonies in the time and frequency domains. Minor second
(16:15) and triton (7:5=1.4, 45:32=1.40625 or 1.414, the definition depends on the system
in use) are dissonances while perfect fifth (3:2) and forth (4:3) are consonances. Minor
second is an example of two tones of frequencies that are very close to each other, and
can be associated with roughness (Figure 5-6(I), Figure 5-7 (E)), perfect fourth and fifth
create nicely distinguishable repetitive patterns (Figure 5-6 (J), (L), Figure 5-7 (F), (H)),
which are associated with consonances. Tritone, which is considered a dissonant, does
not create such a repetitive pattern (Figure 5-6 (K)), while creating roughness (signals of
too close frequencies) with the third and fourth harmonies (multiplications) of the pitch
(Figure 5-7 (G)).
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Figure 5-6: Combinations of two harmonic tones with different ratios (A-D) the tones
with musical notations, (E-H) the tones in the time domain (I-L) the autocorrelation of the
tone [23].

 

Figure 5-7: Combinations of two harmonic tones with different ratios (A-D) the tones in
the frequency domain, (E-H) the tones and their harmonies in the frequency domain [23].

Fernandez [11], used a model which was developed by Plompt and Levelt [26] for the
description of dissonance or roughness, that claimed that consonance is the absence of
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dissonance. Dissonance as a function of the ratios between two pure tones can be seen in
Figure 5-7. The curve of the dissonance perception has a minimum at unison, rises fast
to maximum and decays again. It rises faster as the lower frequency in the ratio is higher.

 

Figure 5-8: Dissonance as a function of the ration between two tones [26]

However, there seem to be well-known and robust results regarding the perceived
sense of intervals when two pure tones of different frequencies interact with each other
[19–23,25].

Two tones are perceived as pleasant when the ear can separate them clearly and
when they are in unison, for all harmonies. Relatively small intervals (relative to the
fundamental frequency), are not well-distinguished and perceived as ’roughness’. The
autocorrelation of expressive speech signals reveals the same behaviour, therefore I in-
cluded the ratios as appeared in the autocorrelation to the extracted features, and added
measures that tested their relations to the documented harmonic intervals.

The harmonies and the sub-harmonies were extracted from the autocorrelation maxi-
mum values. The calculation of the autocorrelation follows the sections of the fundamental
frequency extraction algorithm (Algorithm 5-1), that describes the calculation of candi-
dates. The rest of the calculation, which is described in Algorithm 5-2 is performed after
the calculation of the fundamental frequency is completed:

Extracting ratios
For the candidates calculated in Algorithm 5-1, do:

If Candidate > f0 then it is considered as harmony, with ratio:

harmonies = candidate
f0

Else, if Candidate < f0 then it is considered as sub-harmony, with ratio:

sub harmonies = f0
candidate

For each frame all the Candidates and their weights, CandidateWeights, are kept.

Algorithm 5-2.Extracting ratios: the definitions of ’harmonies’ and ’sub-harmonies’ as
used in this work.
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The next stage is to check if the candidates are close to the known ratios of dissonances
and consonances (Table 5-1), having established the fact that these ratios are significant.
I examined for each autocorrelation candidate the nearest harmonic interval and the
distance from this ideal value. For each ideal value I then calculated the normalised
number of occurrences in the utterance, i.e. divided by the number of voiced frames in
the utterance.

The ideal values for sub-harmonies are the natural numbers. Unfortunately, the num-
ber of sub-harmonies for low values of the fundamental frequencies is limited, but since
the results are normalised for each speakers this effect is neutralised.

These features may be able to explain how people can distinguish between real and
acted expressions, including the distinction between real and artificial laughter, including
behaviour that is subject to cultural display rules or stress. The distance of the calculated
values from the ideal ratios may reveal the difference between natural and artificial ex-
pressions. The artificial sense may be derived from inaccurate transitions while speakers
try to imitate the characteristics of their natural response. However, this aspect requires
further investigation.

The results of my experiments reveal that the harmonic related features are among
the most significant features for distinguishing between different types of expressions, as
shown in the features automatically allocated for the inference machines, as described in
Chapter 6.

5.6 Parsing

Time variations within utterances serve various communication roles. Linguists and es-
pecially those who investigate pragmatic linguistics use sub-units of the utterance for
observations. Speech signals (the digital representation of the captured/recorded speech)
can be divided roughly into several categories. The first is speech and silence, in which
there are no speech or voice. The difference between them can be roughly defined by
the energy level of the speech signal. The second category is voiced, where the funda-
mental frequency is not zero, i.e. there are vibrations of the vocal folds during speech,
usually during the utterance of vowels, and unvoiced, where the fundamental frequency is
zero, which happens mainly during silence and during the utterance of consonants such
as /s/,/t/ and /p/, i.e. there are no vibrations of the vocal folds during articulation. The
linguistic unit that is associated with these descriptions is the syllable, in which the main
feature is the voiced part, which can be surrounded on one or both sides by unvoiced
parts. The pitch, or fundamental frequency, defines the stressed syllable in a word, and
the significant words in a sentence, in addition to the expressive non-textual content. This
behaviour changes among languages and accents.

In the context of non-verbal expressiveness, the distinction among these units allows
the system to define characteristics of the different speech parts, and their time-related
behaviour. It also facilitates following temporal changes among utterances, especially in
the case of identical text. The features that are of interest are somewhat different from
those in the purely linguistic analysis, such features may include, for example the amount
of energy in the stressed part compared to the energy in the other parts, or the length of
the unvoiced parts.

I have decided to try two approaches to parsing. In the first I tried to extract these
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units using image processing techniques from spectrograms of the speech signals and from
smoothed spectrograms. Spectrograms present the magnitude of the Short Time Fourier
Transform (STFT) of the signal, calculated on (overlapping) short time-frames. For the
parsing I used two dimensional (2D) edge detection techniques including Canny [27] and
zero crossing. However, most of the utterances are too noisy, and the speech itself has too
many fluctuations and gradual changes so that the spectrograms are not smooth enough
and do not give good enough results.

Parsing Rules
1. Define silence threshold as 5% of the maximum energy.
2. Locate peaks (location and value) of energy maximum value in the smoothed energy curve

(calculated with window), that are at least 40 msec apart.
3. Delete very small energy peaks that are smaller than the silence threshold.
4. Beginning of sentence is the first occurrence of either the beginning of the first voiced part (pitch),

or the point prior to an energy peak, in which the energy climbs above the silence threshold.
5. End of sentence is the last occurrence of either pitch or of the energy getting below the silence

threshold.
6. Remove insignificant minimum values of energy between two adjacent maximum values (very short-

duration valleys without a significant change in the energy. In a ‘saddle’ remove the local
minimum and the smaller peak.)

7. Find pauses- look between two maximum peaks and find if the minimum is less than 10 percent of
the maximum energy. If it is true then bracket it by the 10 percent limit. Do not do it if the pause
length is less than 30 msec or if there is a pitch in that frame.

Algorithm 5-3.Parsing an utterance into different speech parts.

The second approach was to develop a rule based parsing.From analysis of the ex-
tracted features of many utterances from the two datasets in the time domain, a few rules
for parsing were defined. These rules follow roughly the textual units. Several parameters
have been considered for their definition, including the smoothed energy (with window),
pitch contour, number of zero-crossings, and other edge detection techniques.

Algorithm 5-3 describes the rules that define the beginning and end of a sentence,
finds silence areas and significant energy maximum values and locations. The calculation
of secondary time-related metrics is then done on voiced part, where there are both pitch
and energy, places in which there is energy (significant energy peaks) with no pitch, and
on durations of silence or pauses.

5.7 Speech rate

Speech rate, which seems to be an intuitive parameter of paralinguistic speech (fast,
slow, etc.), does not have a uniform mathematical definition. There are many different
definitions of speech rate in the speech analysis literature. In general, most researchers set
their own definitions. For example, the average length of the voiced part of speech [28],the
sum of voiced frames in which the energy is above threshold divided by the number of
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words in the utterance, etc. The definition in this work is:

Speech rate =
V oiced

Sentence length

In the first set of features that was used for initial observations, the sentence length
was defined only from the beginning until the end of the voiced parts of the sentence. In
the second set, the definition was according to the parsing algorithm. It seems to be more
robust and to represent the speech rate more accurately.

5.8 Statistical and time-related metrics

The vocal features extracted from the speech signal reduce the amount of data because
they are defined on (overlapping) frames, thus creating an array for each of the calculated
features. However, these arrays are still very long and cannot be easily represented or
interpreted. Two types of secondary metrics have been extracted from each of the vocal
features. They can be divided roughly into statistical metrics which are calculated for the
whole utterance, such as maximum, mean, standard deviation, median and range, and
to time-related metrics, which are calculated according to different duration properties of
the vocal features and according to the parsing, and their statistical properties. Figure
5-9 demonstrates the relations between the sampled signal, the vocal features which are
extracted from overlapping time frames of the speech signal and the secondary metrics
which are calculated from these features throughout the utterance.

 

… 

Speech signal ������ ����	
	 �� ��			 ��� ������� pitch, harmony, energy, … ����� �
	 ����� ����� �
 ����� ��		 ������ ��� ������ 
range, maximum, distances, durations … �� ��������� ������� ��� ��������� 

… 

Speech signal ������ ����	
	 �� ��			 ��� ������� pitch, harmony, energy, … ����� �
	 ����� ����� �
 ����� ��		 ������ ��� ������ 
range, maximum, distances, durations … 

Figure 5-9: A schematic description of the temporal relations between the original sampled
speech signal, the vocal features extracted per frame, and the secondary metrics which are
extracted from these features.

Feature definition
In order to locate the significant properties of the vocal features several types of observa-
tions have been made on both datasets. The Doors database was very helpful because it
allowed observation of similar sentences, by the same speakers with different expressions,
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so that only the changes that evolve from the expression change are observed. For this
purpose two types of comparisons were made - between different expressions and between
consecutive utterances with subtle and gradual expression changes. The changes along
the interaction are discussed in more detail in Chapter 8. The main types of observations
were made using visualisation of the time-frequency domain of the speech signals and of
the pitch contours. A few examples are presented in this section.

Time-frequency variations

A way of visualising the differences among expressions in speech is to use spectrograms,
which are presentations of the Short-Time Fourier Transform over overlapping windows of
the signal. Although the fundamental frequency, which reveals the intonation, is not very
clear in this representation, it reveals other parameters of time and frequency variability
which cannot be as clearly observed using other processing methods. An example is shown
in Figure 5-10.

a

b

c

d

e

a

b

c

d

e

Figure 5-10: Spectrograms of the sentence sgor de-le-t (close door), uttered by the same
person, with naturally evoked expressions of uncertainty (a,b), testing (c), cheered (d), and
down (e). The colours represent energy levels. Red for high energy, decreasing through
orange, yellow, green to turquoise and blue.

The five spectrograms are of sentences of sgor de-le-t , meaning ’close door’ in Hebrew,
uttered by the same speaker, with the expression labelled as uncertainty. The first two
are of the same labelled expression of uncertainty, the third relates to an expression of
testing, the fourth is cheered and the last one relates to down, or withdrawn. It can be
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seen that although the first two utterances are not identical, they are very similar to each
other, especially when compared to the rest of he samples.

The significant parameters are the sentence length, the length of each uttered part, and
the distances among these parts. The intensity or the amount of energy in each uttered
part, and the distribution of the energy along the frequencies’ spectrum, in various points
in time. Whereas cheered is signified by a short sentence, short units and very distinct
energy bands (red). Testing reveals a broken third part and a lengthy and blurred ending
part, all the parts of this expression are intensified, especially the last part. Down, as
may be expected, is pronounced in a longer sentence, with longer uttered parts and longer
pauses, the uttered parts contain less energy, and the third uttered part nearly disappears.

These observations clearly show the relevance of duration and intensity of the whole
signal and of certain frequency bands to characterisation of expressions and subtle ex-
pressions.

Pitch contour (Intonation)

An example for the complexity of pitch contours can be seen in Figure 5-11. It shows
four pitch contours extracted from utterances of the same text, uttered by the same male
speaker, but with different expressions.

 

Figure 5-11: Pitch contours of four utterances, of the same text, by the same male speaker,
with four different expressions: uncertain, cheered, down (subdued), and surprised.

It can be seen that although global characteristics like pitch range and utterance
duration are of similar magnitude (the actual utterances start before the beginning of the
voiced parts, which are shown in this graph), the local patterns change drastically between
different curves. Even if the slopes of the whole contours have the same tendency, there are
local characteristics that can be used to distinguish between them. For example, surprised,
cheered and uncertain have the same rising slope towards the end of the utterances. The
intonation of the surprise expression starts with a sharp rising slope, which changes to
a descending slope, and then the curve bands up again, with several minor fluctuations
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along the curve, and in a few separated sub-curves. The uncertainty curve looks like rising
steps, and the voiced part is continuous throughout the utterance, while the intonation
curve of the cheered expression descends and then rises, with relatively few fluctuations
along the curve.

These observations reveal that the significant characteristics can be gathered from
durations and the relation between pitch frequencies in different parts of the utterance.
It can also be seen that it is not enough to describe a contour as rising, because contours
rise in different manners to convey different expressions. In a way it is similar to music.
For example, people detect when a sentence is ended at a ’wrong’ note or tone. There are
certain relations between consecutive tones that are more pleasant than others and used
in different contexts. Pitch contours can change by an octave, or double the frequency
on occasions. However, I have not managed to find a precise manner to describe these
relations mathematically as done in western music, and therefore decided to use the
extreme values of pitch at the locations of extreme values of the signal’s energy, the
relations between the values, durations and the distances (in time) between consecutive
extreme values.

Feature sets
I have examined mainly two sets of features and definitions. The first set, listed in Table
5-2 was used for initial observations, and it was improved and extended to the final version
with which the inference system was defined, as listed in Table 5-3.

The final set includes the following secondary metrics of pitch: voiced length, voiced
length - the duration of instances in which the pitch is not zero, and unvoiced length, in
which there is no pitch. Statistical properties of its frequency were considered in addition
to up and down slopes of the pitch, i.e. the first derivative or the differences in pitch value
between adjacent time frames. Finally, analysis of local extremum (maximum) peaks
was added, including the frequency at the peaks, the differences in frequency between
adjacent peaks (maximum-maximum and maximum-minimum), the distances between
them in time and speech rate.

Similar examination was done for the energy (smoothed energy with window), includ-
ing the value, the local maximum values, and the distances in time and value between
adjacent local extreme values. Another aspect of the energy was to evaluate the shape
of the energy peak, or how the energy changes in time. The calculation was to find the
relations of the energy peaks to rectangles which are defined by the peak maximum value
and its duration or length. This metric gives a rough estimate for the nature of changes
in time and the amount of energy invested.

Temporal characteristics were estimated also in terms of ’tempo’, or more precisely
in this case, with different aspects of speech rate. Assuming, based on observations and
music related literature that the tempo is set according to a basic duration unit whose
products are repeated throughout an utterance, and this rate changes between expressions
and different speech parts of the utterance. The assumption is that different patterns and
combinations of these relative durations play a role in the expression.

The initial stage was to gather the general statistics and check if it is enough for
inference, which proved to be the case. Further analysis should be done for accurate
synthesis. The ’tempo’ related metrics used here include the shortest part with pitch,
that is the shortest segment around an energy peak that includes also pitch, the relative
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durations of silence to the shortest part, the relative duration of energy and no pitch and
the relative durations of voiced parts.

Feature # Feature name
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m
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Pitch features
1 Speech rate

2-3 Voiced length
√ √

4-5 Unvoiced length
√ √

6-13 Pitch
√ √ √ √ √ √ √ √

14-17 Pitch maxima
√ √ √ √

18-21 Pitch minima
√ √ √ √

22-25 Pitch extrema dis-
tances (time)

√ √ √ √

Energy features
26-29 Energy

√ √ √ √

30-32 Smoothed energy
√ √ √

33-36 Energy maxima
√ √ √ √

37-40 Energy maxima
distances (time)

√ √ √ √

Energy in bands
41-45 0-500Hz

√ √ √ √ √

46-50 500-1000Hz
√ √ √ √ √

51-55 1000-2000Hz
√ √ √ √ √

56-60 2000-3000Hz
√ √ √ √ √

61-65 3000-4000Hz
√ √ √ √ √

66-70 4000-5000Hz
√ √ √ √ √

71-75 5000-7000Hz
√ √ √ √ √

76-80 7000-9000Hz
√ √ √ √ √

Table 5-2: Extracted speech features, divided to pitch related features energy in time and
energy in frequency bands. The ticked boxes signify which of the following was calculated for
each extracted feature: mean, standard deviation, range, median, maximal value, relative
length of increasing tendency, mean of 1st derivative positive values (up slope), mean of 1st

derivative negative values (down slope), and relative part of the total energy.

The harmonic related features include a measure of ’harmonicity’, which is the sum of
harmonic intervals in the utterance, the number of frames in which each of the harmonic
intervals appeared (as in Table 5-1), the number of appearances of the intervals that
are associated with consonance and those that are associated with dissonance and the
sub-harmonies.
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Feature
#

Name Description

N
◦

m
ean

std

m
ed

ian
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ge

m
ax

m
in

Pitch
1 Speech rate V oiced length

Sentence length

2-3 voiced length (pitch endsn − pitch startsn) · shift √ √

4-5 unvoiced length (pitch startsn − pitch endsn−1) · shift
if there is an unvoiced part before the
start of pith it is added

√ √

6-10 Pitch value Value of pitch when pitch > 0 √ √ √ √ √

11-12 up slopes (pitchn − pitchn−1) > 0 √ √

13-14 down slopes (pitchn − pitchn−1) < 0 √ √

15-17 max pitch Maximum pitch values √ √ √

18-20 min pitch Minimum pitch values (non zero) √ √ √

21-23 max jumps Difference between adjacent maximum
pitch values

√ √ √

24-26 extreme jumps Difference between adjacent extreme
pitch values (maximum and minimum)

√ √ √

27-30 max dist Distances (time) between pitch peaks √ √ √ √

31-34 extreme dist Distances (time) between pitch ex-
tremes

√ √ √ √

Energy
35-38 Energy value Smoothed energy+ window √ √ √ √

39-41 max energy Value of energy at maximum peaks √ √ √

42-44 energy max
jumps

Differences of energy value between ad-
jacent maximum peaks

√ √ √

45-47 energy max dist Distances (time) between adjacent en-
ergy maximum peaks

√ √ √

48-50 energy extr
jumps

Differences of energy value between ad-
jacent extreme peaks

√ √ √

51-53 energy extr dist Distances (time) between adjacent en-
ergy extreme peaks

√ √ √

’Tempo’
54 shortest part

with pitch
min(parts that have pitch)

55-58 ’tempo’ of silence
(

Silence parts lengths
shortest part

)
√ √ √ √

59-62 ’tempo’ of energy
and no pitch

(
energy no pitch parts lengths

shortest part

)
√ √ √ √

63-66 ’tempo’ of pitch
(

pitch parts lengths
shortest part

)
√ √ √ √

67-70 resemblence of
energy peaks to
squares

(
energy peak area

peak max · peak duration

)
√ √ √ √



Chapter 5: Vocal features of emotions and mental states 72

Feature
#

Name Description

N
◦
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Harmonic properties

71 harmonicity
(

number of harmonic parts
length(pitch)

)
num-

ber of frames with pitch and harmonic
interval

√

72-83 harmonic inter-
vals

Number of frames with each of the har-
monic intervals

√

84 consonance Number of frames with intervals that
are associated with consonance

√

85 dissonance Number of frames with intervals that
are associated with dissonance

√

86-89 sub-harmonies Number of sub-harmonies per frame √ √ √ √

Filter-bank
90-93 central frequency 101 Hz √ √ √ √

94-97 central frequency 204 Hz √ √ √ √

98-101 central frequency 309 Hz √ √ √ √

102-105 central frequency 417 Hz √ √ √ √

106-109 central frequency 531 Hz √ √ √ √

110-113 central frequency 651 Hz √ √ √ √

114-117 central frequency 781 Hz √ √ √ √

118-121 central frequency 922 Hz √ √ √ √

142-145 central frequency 1079 Hz √ √ √ √

142-145 central frequency 1255 Hz √ √ √ √

142-145 central frequency 1456 Hz √ √ √ √

142-145 central frequency 1691 Hz √ √ √ √

142-145 central frequency 1968 Hz √ √ √ √

142-145 central frequency 2302 Hz √ √ √ √

146-149 central frequency 2711 Hz √ √ √ √

150-153 central frequency 3212 Hz √ √ √ √

154-157 central frequency 3822 Hz √ √ √ √

158-161 central frequency 4554 Hz √ √ √ √

162-165 central frequency 5412 Hz √ √ √ √

166-169 central frequency 6414 Hz √ √ √ √

170-173 central frequency 7617 Hz √ √ √ √

Table 5-3: The set of secondary metrics, extracted from the vocal features, which were
used for the inference machine.

The last group includes the filter bank and statistic properties of the energy in each
frequency band. The centres of the bands are at 101 ,204, 309, 417,531, 651, 781, 922,
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1079, 1255, 1456, 1691, 1968, 2302, 2711, 3212, 3822, 4554, 5412, 6414 and 7617 Hz.
Although the sampling rate in both databases allowed for frequency range that reaches
beyond 10 kHz, the recording equipment not necessarily does, therefore no further bands
were required.

5.9 Summary

This chapter presents the vocal features and secondary metrics which were defined and
used in this research for the inference of expressions from non-verbal speech. The mo-
tivation for defining features was taken from various disciplines such as psycho-acoustic
research, linguistics and musicology. Some of the features presented here are commonly
used in speech technologies, some have new or modified extraction algorithms and others
are new and have not been used before in this respect. The secondary metrics are calcu-
lated from the extracted vocal features and represent temporal and statistical properties
of these features. These features and metrics may be beneficial to other speech technolo-
gies, especially to affective synthesis. The next chapter presents their use for the inference
of expressions from non-verbal speech.
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Chapter 6

Utterance level inference system

This chapter presents the inference system that was designed and tested in this research.
This inference machine was designed to answer most of the requirements of a global infer-
ence machine as stated in Chapter 3 and it deals successfully with the challenges involved.
The developed machine is based on an underlying taxonomy of a few expressions that re-
late to groups of mental states, whose combinations represent a large variety of emotions
and complex mental states and their related behavioural (vocal) cues. It recognises mix-
tures of expressions and can recognise asynchronous changes and subtle expressions. This
approach to inference systems is novel because it uses different sets of features for dif-
ferent expressions, and does not assume one ’optimal’ set of features that distinguishes
between all expressions. This approach allows for a flexible and extendable machine, al-
lowing integration of new machines that use different sets of features, tested on different
datasets and more, without affecting the existing machine. It can easily be adapted to
new expressions and to new speakers.

This chapter describes the inference machine and the algorithms upon which it is
based. It also describes some of the most common approaches and preliminary experi-
ments and observations that were carried out before the inference system was constructed
in order to explore methods and requirements. The inference machine and the initial
experiments were built using the data from the Doors and the MindReading databases
that are described in Chapter 4, using the feature sets described in Chapter 5.

6.1 Background

The fourth stage of the framework for the inference of expressions, which is described
in Chapter 3, comprises the inference of an expression or expressions from the current
utterance in an interaction or in a stand-alone manner, which is the common practice. It
gets as inputs the statistical and temporal metrics of the vocal features that are calculated
over the whole utterance. In more complicated systems it can include feedback from the
interaction level analysis in order to enhance the accuracy of the recognition of each
utterance.

The most common approach to inference systems is to generate one machine or sev-
eral models of a single processing method, using one set of prosody features in order to
recognise one expression such as stress or a small set of basic emotions. The first analysis
issue is feature selection and dimension reduction, i.e. trying to define which properties of
the speech signal are the most relevant for expression recognition. The main method used
for feature selection is to use classification results. For example, Dellaert [1] used three
classification methods and three selection methods. No unsupervised or semi-supervised
technique was examined in that research. Oudeyer [2], who tried to locate the best algo-
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rithms for the task in addition to the most significant features, examined a large range
of data-mining and machine-learning techniques. Most works are based on small sets of
basic expressions, and assume that one set of features is suitable for the whole range of
expressions.

6.2 Preliminary observations and results

This section describes some preliminary experiments, their results and how they contribute
to the definition of the inference machine.

Blind clustering (unsupervised learning)
As a first stage, I tried a straightforward analysis, i.e. to use blind clustering and di-
mension reduction methods on the entire MindReading database and on whole sessions,
of a 100 sentences each, from the Doors database. I have investigated several methods
of blind clustering and dimension reduction. The first method is Principal Component
Analysis (PCA), in which the principal components or vectors are linear combinations
of the attributes (features) and are ranked according to their variance. Other methods
included dimension reduction using fractals, based on the correlation dimension [3], which
retains the original features, Expectation Maximization (EM), and more. However, these
methods did not yield significant results because in both databases the speech utterances
are mostly on a continuous scale, there are few extreme changes and most of the changes
are gradual.

Figure 6-1 demonstrates this situation. It shows 25 utterances or sentences with
the same text, uttered by the same male speaker, but with different expressions. Each
utterance is a mark on the graph, the different expressions are marked with different
colours and shapes. The expressions are uncertain, cheered and enthusiastic. The features
for classification are the median of minimum pitch values, and the relative time of rising
pitch. The features and rules for classification were derived by the C4.5 algorithm, using
the J48 package of the Weka data-mining tool [4] (the algorithm is explained in section
6.3). It can be seen that some of the samples that were labelled manually as uncertain, are
closer to the segments labelled as cheered or enthusiastic, more than to the other samples
of uncertainty. These relative locations make blind clustering inefficient in this case.

The conclusions were that for the MindReading database larger groups of related
concepts should be defined and that other analysis methods are required (supervised
learning).
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Figure 6-1: The expressions of uncertainty, cheered, and enthusiastic, found by the J48
classification package of Weka [4]. The transitions between expressions are marked by dashed
partitioning lines. The features that distinguish between the groups are the median of local
minimum pitch values, and the relative time of pitch rising. The samples were taken from
an utterance of a male speaker in the Doors database.

Subtle expressions in HCI

Several stages of experiments and subsequent observations were performed in order to bet-
ter understand and define the requirements from an inference system for complex mental
states, and to verify its feasibility. The first stage was to verify that subtle expressions
and nuances could be inferred from the non-verbal aspects of speech.

I have examined the sentences uttered by participants of the Doors database, which
were manually labelled, and demonstrated that the situation of human computer interac-
tion evokes a variety of expressions. These expressions are related not only to the narrow
definition of emotions but also to mental states and attitudes. The labels included labels
such as enthusiastic (or vital), cheered (or encouraged), down (meaning remote or subdued
due to boredom, tiredness and maybe disappointment), uncertain, choosing, calculating,
testing, thinking and more. These labels define subtle expressions that have not been ex-
amined before in this context. The labels were found to be highly related to the recorded
events of the Doors game.
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The experiments showed that these expressions are distinguishable using the non-
verbal cues of speech such as statistical features of pitch, energy and spectral content,
that were calculated over the whole utterance [5]. Although the recognition was good,
the need for other features that further reflect voice quality and time-related changes was
noticed. The initial experiment demonstrated the requirements and potential abilities of
a more general machine based on labelled samples (utterances) from more speakers.

Features
Time-frequency visualisation of speech signals and sequences of pitch contours of sentences
with the same text but with different expressions confirmed the initial assumption that
different expressions are characterised by different paralinguistic features. As can be seen
in Figures 5-10 and Figure 5-11 in the previous chapter.

In many cases a certain expression can share certain features properties with another
(second) expression while the same features distinguish between this expression and a
(third) different expression. Therefore, different sets of features are required in order to
distinguish between different expressions.

The implementation of the inference machine was built according to these preliminary
conclusions with regard to the requirements and challenges, as described in Chapter 3.
The machine is described in the next sections.

6.3 The inference machine

This section describes the architecture of the inference machine, the expressions that were
chosen to demonstrate its abilities, the algorithms and the paralinguistic features used in
its application.

Expressions
The inference machine was built using groups of concepts from the MindReading database.
The groups were chosen by their relevance to the expressions recognised in the Doors
database. They represent basic emotions, attitudes and complex mental states. The cho-
sen set of expressions include: joyful, absorbed, sure, stressed, excited, opposed, interested,
unsure and thinking. Table 6-1 lists the concepts that were used for training each of
these groups. It also states the groups to which these expressions belong according to the
MindReading taxonomy.

Most of the expression groups correspond to one of the taxonomy concept groups. Ab-
sorbed (concentrating) and interested are both taken from the interested group. Typically
though, in the literature of cognition and emotion, they are referred to separate mental
states [6–8]. I have selected two classes from the same group to test the system’s ability to
distinguish between finer shades of mental states. Also, absorbed denotes that the user’s
attention is directed towards himself, while interested refers to attention directed outward
and to questions. Kaliouby made similar distinction for inference of mental states from
facial and head gestures [9].

The unsure group includes concepts from the surprised and thinking groups in addition
to concepts from the unsure group. These concepts have lexical definitions that include
unsure as synonym. The stressed group includes mostly concepts from the bothered group
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and concepts from the afraid group whose lexical definitions are synonym to bothered or
stressed, such as worried.

Expression Concepts Group

joyful
tickled, carefree, amusing, overjoyed, festive, merry, delighted,
enjoying, felicity, glad, happy, joking, joyful, jubilant, rejoicing,
triumphant

happy

absorbed absorbed, engaged, committed, concentrating, focused, thorough,
involved interested

sure adamant, assertive, confident, sure, convinced, decided, knowing,
determined, resolved sure

stressed bothered, hurried, hampered, overwrought, overrun, pressured, rushed,
stressed, flustered, impatient, tense, pestered, restless, turmoil, worried

bothered,
afraid

excited alert, dynamic, lively, exhilarated, excited, inspired, invigorated,
adventurous excited

opposed argumentative, confrontational, contradictory, contrary, disagreeing,
disapproving, disinclined unfriendly

interested asking, curious, fascinated, probing, questioning, quizzical, scrutinizing,
interested interested

unsure confused, clueless, faltering, hesitant, indecisive, unsure, undecided,
insecure, ambivalent, puzzled, baffled, considering, debating

unsure,
surprised,
thinking

thinking fantasising, thinking, thoughtful, brooding, choosing, deciding, wool-
gathering, calculating, comprehending, realising think

Table 6-1: The 9 mental state groups that constitute the expression groups recognised
by the inference machine (left), the corresponding concepts, taken from the MindReading
database that were used for training the machine (middle), and the concept groups as defined
by the MindReading taxonomy, from which they were taken (right).
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6.4 Architecture

The inference machine was designed in two-level architecture, as described in Figure 6-2.

Figure 6-2: Schematic description of the inference machine. The machine extracts features
from the input speech signal. Different groups of these features are used as attributes for the
different pair-wise decision machines that decide between every pair of expressions which is
the most likely. The decisions of all the pair-wise machines are fed into a voting machine
that decides which are the most probable expressions which can be related to the processed
speech signal.

Pair-wise decision machines
The first level consists of a set of pair-wise decision machines. Each machine distinguishes
between a pair of expressions. If the number of expressions to be recognisable by the
machine is n, the number of pair-wise machines is:

(n− 1) + (n− 2) + . . . + 1 =
n · (n− 1)

2

The results of the pair-wise machines enter into a voting machine which decides which
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of the expressions were elected by the majority of the machines. Two voting methods
were examined in this work.

A set of 173 prosody features was used for the implementation of the machines, as
described in Table 5-3. The features were normalised per speaker. For each speaker,
each of the features was normalised with mean 0 and standard deviation 1. It means
that for new speakers the system requires only little training. The training data included
sentences uttered by 10 speakers (males, females, adults and children) and different text
in each utterance.

In order to build the pair-wise machines two supervised classification mechanisms
were used: C4.5 decision-tree, as implemented in the J48 package of the Weka data-
mining tool [4], and linear Support Vector Machines (SVM), using the Weka tool [4].
The algorithms, which are described below, were chosen for the simplicity of the decision-
machines implementation. For each pair of expressions the two classification schemes
were examined, and the one with the best performance, measured by precision and ten-
fold cross-validation (with high True-Positive for both expressions) was chosen. The two
different types of algorithms were chosen to demonstrate the flexibility and extendibility of
the system and its ability to integrate systems that are built with different data, features
and algorithms. Other algorithms have been examined, including SVM with Gaussian and
Polynomial kernels, they yielded similar classification results but their implementation is
more complicated and therefore they were not pursued.

C4.5

The C4.5 and C5.0 algorithms, which were developed by Quinlan [10], construct a decision
tree using a divide and conquer strategy. It starts with a root in which all the instances
set, that is the set of all the labelled speech utterances, are in one group. From the root
the instances are split into two sub-groups. Each of these sub-groups is a node that can
be further split into sub-groups recursively.

At each node one attribute (in this case one paralinguistic feature) defines the test by
which the instances at the node are split by. The two sub-groups are the sets of instances
with attribute value above and below a certain local threshold. The attribute with the
highest information gain is selected to be the splitting test at the node. The information
gain is relative to the splitting of the instances at the node. It has maximal value if the
sub-groups are of the same size.

The classification error of a node is calculated as the sum of the errors of the child
nodes. If the result is greater than the error of classifying all the instances at the node as
belonging to the most frequent class, then the node is set to be a leaf, and all sub-trees are
removed. Ideally the process terminates when all the instances at the leaf-nodes belong
to the same class (or when the data cannot be further split). Pruning is required in order
to avoid over-fitting.

An example of a decision-tree pair-wise machine can be seen in Figure 6-3. It repre-
sents the distribution of the class labels joyful and absorbed using the vocal features as
attributes. The top node represents all the data. The training set consists of 37 samples
(sentences) for the joyful class and 41 samples for the absorbed class. The classification
tree algorithm concludes that the best way to separate between the two classes is by
using the variable (attribute, or feature) ”Energy range below 100Hz”, and its threshold
value for decision is -0.19 (using the normalised features). This variable can have two
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values ‘yes’ or ‘no’. The training set is separated into two branches. In the ‘yes’ branch
there are 33 joyful samples and 10 absorbed samples, while in the ‘no’ branch there are 4
joyful samples and 31 absorbed samples. Each of these branches is then separated, in the
same manner but with different variables, until all the samples are separated according
to classes, as best as possible. This last stage is the leaves level of the tree. There are 6
leaves. Only 3 of the 78 samples were wrongly classified in the training set.

Joyful 4
Absorbed 31

Joyful 4

Absorbed 1

Joyful 0

Absorbed 30

Joyful 37
Absorbed 41

Energy range below 100Hz < -0.19?

NoYes

Pitch min <0.5?

NoYes

Joyful 0
Absorbed 4

NoYes

Joyful 33
Absorbed 10

Joyful 32

Absorbed   4

Joyful 1

Absorbed 6

NoYes

STD of voiced length <-0.8?

Mean of pitch  < -0.5?

Joyful 3
Absorbed   4

Joyful 31
Absorbed 1

NoYes

STD of pitch  < -0.2?

Joyful 3
Absorbed 0

Figure 6-3: The decision-tree pair-wise machine that distinguishes between the vocal ex-
pressions associated with the mental states joyful and absorbed. The top node is the root
that represents all the data. The intermediate branches are in brown, and the leaves, the
end of the classification process, are in green (like an upside-down tree).

Support vector machines

Support Vector Machines were invented by Vapnik in 1979 [11]. In its simplest, linear
form, an SVM is a hyperplane that separates a set of positive examples from a set of
negative examples with maximum margin. In the linear case, the margin is defined by
the distance of the hyperplane to the nearest of the positive and negative examples. The
formula for the output of a linear SVM is: u = w · x− b
w is the normal vector to the hyperplane and x is the input vector. The separating
hyperplane is the plane u = 0. The nearest points lie on the planes u = ±1. The
margin m is thus: m = 2

|w| so we want to minimise w. A schematic description of SVM
hyperplanes can be seen in Figure 6-4.
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Figure 6-4: Support vector machine optimal hyperplanes and training samples [12].

After the SVM has been trained, it can be used to classify unseen ’test’ data. This is
achieved using the following decision rule;

C =

{
1, if w · x + b ≥ 0

−1, if w · x + b ≤ 0

If the multiplication of the attribute values (features) that were extracted and calculated
from the utterance, with the vector coefficients that were derived from the training, is
equal or greater than zero, the instance (utterance) is classified into one of the classes
(C = 1) and if it is smaller it belongs to the other class (C = −1).

Feature selection and dimension reduction

The goal was to create relatively compact and efficient machines, rather than use all
the 173 features. It was also desirable to find and define the features that distinguish
expressions, as much as possible, without compromising the machine efficiency. Therefore,
the chosen machines were not necessarily the optimal machines for the data (if such
machines exist), but rather the compact machines that yielded good enough results. Each
machine was built of a relatively small set of features, as can be seen in Table 6-2.

Another hypothesis was that different features distinguish different expressions, or
different expressions are characterised by different features, and one set of features cannot
characterise all the expressions (unless it is very large).

This approach was found to be correct. Different features were required for different
pairs of expressions. In order to check the validity of this observation, I checked how
borrowing features that distinguish between one pair of expressions distinguish between
another set of expressions. The result was that often a set of features that yielded near
optimal results for one pair of expressions yielded no more than chance for another pair
of expressions. The two algorithms also required different sets of features for the same
expression pairs. For example, a set of features that was used to distinguish between
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sure and absorbed yielded precision of 89% using the C4.5 algorithm, 81% using SVM and
only 73% for the expression pair sure and excited, using the C4.5 algorithm (the feature
numbers are: 3,19,26,48,86,90 and 96, their descriptions appear in detail in Table 5-3). In
a few cases, two different sets of features yielded nearly similar results for the same type of
algorithm. The feature selection method depends on the classification algorithm. Feature
selection is an inherent feature of the C4.5 algorithm, in which properties of features
are the parameters for decision making. An additional stage of feature selection was
required for SVMs. Various methods were used to choose a relatively small set of features,
including using several arbitrary attribute selection algorithms of Weka, integrating sets
of features from tree classifiers and other methods, choosing the most significant features
of SVM machine with the full set of features, choosing features by meaning groups, such
as pitch related features, tempo, harmonicity and spectral content, and other methods
and combinations.

This new approach allows a combined inference engine to be based on different algo-
rithms and different sets of features for different expressions and enables integration of
systems that were developed in different manners for expendable and flexible machines
that can be used for a large variety of applications.

Pair-wise decision machines - summary

Table 6-2 summarises the pair-wise machines’ properties. For each expression pair it
denotes the classification precision (percent), tenfold cross-validation and ROC area that
were calculated by Weka [4] using the training data. The table describes the type of
machine that was used for the classification: decision-tree (C4.5) or SVM, and the number
of features or attributes that were used. The average number of features is 10. There are
6 SVM-based machines and 30 tree-based machines.

Features significance

The next stage was to check the significance of the various features for the classification.
One of the methods to measure significance is to count the number of machines in which
each feature appears. The features that appeared in the largest number of machines are
harmonicity measure (feature no. 71 from the feature list in Table 5-3) that appeared
in 15 of the 36 pair-wise machines, which indicates voice quality, pitch median (6), and
standard deviation of the energy in the first filter-band (91) that appeared 11 times each.
Minimum value of energy durations where there is no pitch (59), and the range of the
energy in the first and second filter bands (92, 96) appeared in 8 machines each. The
features that did not appear in any of the machines were 3 of the 12 harmonic intervals
(78, 80 and the 83), length of pitch down slopes and the range of the sub-harmonies, in
addition to properties of several of the spectral-bands.
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Table 6-2: Details of the 36 pair-wise machines, including: P- precision (percent), C-cross-
validation of 10% (percent), R-ROC area, machine type: Tree (C4.5) or SVM, and the
number of features it includes.

The combined inference machine

Each expression can be recognised by 0-8 machines of the 36 pair-wise machines, therefore
several mental-states can be recognised at the same time. The next stage is to combine
the output of these machines to a set of inferred expressions that represent the emotions
or mental states that are conveyed by the utterance. Two methods were considered for
the combined machine. One uses the Condorcet voting method [13] and the second uses a
threshold on the number of machines that recognised each expression.
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Condercet voting method

A Condorcet method is a single winner election method in which voters rank candidates
in order of preference. It is a voting system that always elects the candidate whom voters
prefer to each of the other candidate. This candidate can be found by conducting a series
of pair-wise comparisons.

In certain circumstances an election has no Condorcet winner. This occurs as a result
of a kind of tie known as a ’majority rule cycle’, described by Condorcet’s paradox.
The manner in which a winner is then chosen varies from one Condorcet method to
another. Condorcet completion method is a method used to find a winner when there is no
Condorcet winner. In voting systems, the Smith set [14,15] is the smallest non-empty set
of candidates in a particular election such that each member beats every other candidate
outside the set in a pair-wise election. Ideally, this set consists of only one candidate, the
Condorcet winner. Conversely, an occurrence of Condorcet’s paradox implies that the set
has more than one member. Voting systems that always elect a candidate from the Smith
set pass the Smith criterion and are said to be ”Smith-efficient”. Smith-efficient methods
necessarily meet the Condorcet criterion

Copeland’s method [16] is a Condorcet method in which the winner is determined
by finding the candidate with the most pair-wise victories. When there is no Condorcet
winner (when there are multiple members of the Smith set), this method often leads to
ties. For example, if there is a three-candidate majority rule cycle, each candidate will
have exactly one loss, and there will be an unresolved tie between the three. Critics argue
that it also puts too much emphasis on the quantity of pair-wise victories and defeats
rather than their magnitudes.

According to the Condorcet method, only an expression that is chosen by all the largest
number of machines should be inferred. However, if the maximum number of machines
that recognise an expression is smaller than 8 (all the comparisons vs. other expressions),
all the expressions that are recognised by the maximum number of machines are elected.

Threshold method

However, in this case it is not necessary to solve conflicts to get only one winning candi-
date, because several of the candidates can co-exist. The only exception in this particular
system is a possible conflict between sure and unsure, which indicates that the level of
confidence is not a significant parameter of the specific mental state or speech segment.

The second method infers expressions that are chosen by a number of machines which
is above a threshold. The threshold is defined as one standard deviation above the mean
number of machines, which means that at least six machines recognised an expression.
Several expressions can be elected by 6-8 machines. Therefore a combination of expres-
sions can be inferred.

6.5 Inference evaluation

Table 6-3 shows the confusion matrix of the machine that combines all the pair-wise
inference machines, for 9 expressions of mental-states, using the Condorcet voting method.
The probability of randomly choosing an expression is 11%. As can be seen all the
expressions were recognised with a much higher rate than that. Table 6-4 shows the
inference results of the threshold method. This method is more accurate in the sense that
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the label of the examined expression is more likely to be included in the inference results.

Recognised Expression
Data
Class joyful absorbed sure stressed excited opposed interested unsure thinking

joyful 0.67 0.05 0.04 0.03 0.05 0.04 0.06 0.03 0.03

absorbed 0.00 0.91 0.07 0.00 0.00 0.00 0.02 0.00 0.00

sure 0.03 0.11 0.75 0.00 0.02 0.05 0.02 0.00 0.02

stressed 0.04 0.06 0.02 0.78 0.02 0.03 0.02 0.03 0.00

excited 0.10 0.07 0.10 0.11 0.60 0.00 0.02 0.00 0.00

opposed 0.05 0.05 0.19 0.05 0.05 0.59 0.00 0.02 0.00

interested 0.02 0.00 0.00 0.07 0.00 0.02 0.89 0.00 0.00

unsure 0.03 0.14 0.01 0.10 0.04 0.04 0.13 0.46 0.05

thinking 0.00 0.05 0.00 0.07 0.00 0.02 0.02 0.05 0.79

Table 6-3: Confusion matrix of the inference machine using the Condorcet method. The
recognition is defined as the expression that was chosen by the maximum number of sub-
machines. The Columns present the recognised mental-state. The rows represent the class of
the analysed data. The results are presented as percent of recognition out of the introduced
data class.

The pair-wise machines were trained using similar size groups of entities that were
chosen randomly for each pair of expressions from a larger set of entities from the same
classes, using 380 entities (sentences). The recognition accuracy of the combined system
on the same set of entities was 81%. The testing was done using the full sets, using
546 speech segments, which in effect is 70%-30% split (between testing set (546) and the
training sets (380)). In this set 79% of the expressions were recognised correctly.
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This architecture was compared with another machine that built a decision tree based
on the C4.5 algorithm to distinguish between all the expressions. The tenfold cross-
validation of the single machine was close to the random probability, which is much worse
than the cross-validation of the combined machine.

Furthermore, the approach of the combined system is preferable because it is more
flexible. It can be extended without changing the existing structure and it can infer
mixtures of expressions.

Recognised Expression
Data
Class joyful absorbed sure stressed excited opposed interested unsure thinking

joyful 0.75 0.09 0.07 0.08 0.16 0.19 0.06 0.11 0.02

absorbed 0.02 0.93 0.10 0.02 0.02 0.02 0.02 0.17 0.17

sure 0.03 0.12 0.87 0.02 0.12 0.28 0.02 0.08 0.02

stressed 0.06 0.08 0.01 0.78 0.11 0.10 0.00 0.20 0.01

excited 0.07 0.10 0.12 0.14 0.81 0.17 0.00 0.02 0.02

opposed 0.12 0.05 0.27 0.02 0.07 0.88 0.00 0.12 0.00

interested 0.02 0.12 0.05 0.10 0.05 0.02 0.95 0.26 0.02

unsure 0.00 0.17 0.01 0.17 0.05 0.05 0.08 0.76 0.18

thinking 0.01 0.16 0.05 0.06 0.05 0.04 0.01 0.25 0.90

Table 6-4: Confusion matrix of the inference machine using the threshold method. The
Columns present the recognised mental-state. The rows represent the class of the analysed
data. The results are presented as percent of recognition out of the introduced data class.
Tested on 546 speech segments, of which 432 recognised correctly.
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6.6 Summary

This chapter presents the design and validation of an inference machine of expressions
from non-verbal speech. This machine is the product of all the design and implementation
layers that are described in the previous chapters. Its structure is flexible and allows
extension to new speakers, behavioural cues, expressions and datasets. Its statistical
validation results are high, around 80%.

The system is based on a novel approach which includes the recognition of multiple
expressions beyond the set of basic emotions and the recognition of expression mixtures.
The approach to implementation is based on the observation that different features char-
acterise different expressions and the relations between them. The implementation itself
consists of combination of various classification techniques in one system which contributes
to its adaptability and expendability.

The inference system was further tested on speakers who were not part of the train-
ing set, on different expressions, text and even on another language. It was tested on
acted text and on naturally evoked expressions, on stand-alone utterances and on ut-
terances that are part of an on-going interaction. Its findings were compared to human
performance, using the CAM Battery test as reference [17] and to other behavioural and
contextual cues, as discussed in the next chapters.
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Chapter 7

Expression taxonomy and mapping

This chapter presents the application of the inference machine to expression mapping.
Expression mapping refers here to the description, presentation and analysis of the re-
lations between expressions. This term is slightly different in meaning from the terms
’conceptualisation’ and ’taxonomy’ because it refers to the ’location’ of expressions in
relation to other expressions using various criteria and to both lexical meanings and their
behavioural characteristics.

Mapping the relations between expressions may have several uses for automatic recog-
nition and synthesis of expressions. In particular, it can be useful for continuous tracing
and prediction of expressions, assuming gradual changes over time. Such mapping could
facilitate speech editing and enhance expression related interfaces in which the user can
navigate between desired expression labels. The mapping can integrate several types of
description as described in Chapter 2.

Throughout the chapter the term concept is used for the label and lexical meaning of
the mental state. The term expression refers to their behavioural characteristics, in this
case, the vocal correlates. A recognisable expression set is a set of concept groups whose
expressions are recognised by the inference machine according to their vocal correlates.
Here the recognisable expressions are: joyful, absorbed, sure, excited, opposed, stressed,
unsure, interested and thinking.

The first section of this chapter describes a test that lays the ground for applying the
inference machine to the whole MindReading database and its application to concept and
expression mapping. The inference machine performs a task which is usually performed
by people. It is therefore interesting to compare its performance to human performance
as a validation measure. Generalisation to other expression groups seems to be the next
validation target. It is desirable to check if the inference machine can distinguish between
expressions and concepts beyond the recognisable expression set and to compare its per-
formance to human performance on similar task. Therefore, the inference machine was
tested on the CAM Battery Test [1]. The machine’s performance was found comparable
or even to outperform human abilities, as they are described by Golan et al [1].

This chapter then describes expression mapping of the full MindReading taxonomy by
applying the inference system to the voice part of the MindReading database. I show two
mapping or presentation methods. The first examines the characteristics of the concept
groups, the meaning groups defined by the MindReading taxonomy.

From this presentation additional connections between concepts from different groups
become apparent. Therefore, the second mapping method presents the concepts in the
space which is defined by the recognisable expression set.

The chapter begins with a short description of the MindReading taxonomy that is used
throughout the chapter. It then presents the method which was used to infer the com-
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bination of recognisable expressions that represents each mental state concept. Section
7.1 presents the CAM Battery test, the method that was used to evaluate the machine’s
capability to distinguish between expressions of complex mental states and its comparison
to human performance. Section 7.2 lists the inference results of 459 mental states, using
the recognisable expressions. The mental states are mapped or arranged according to
the concept groups of the MindReading taxonomy. The expressive characteristics of each
concept group are also defined and analysed. In addition, similarities are found between
different groups, for example groups that are related to cognitive processes vs. groups
that are associated with basic emotions. However, new groups emerge through similar-
ities between groups, therefore Section 7.3 presents mapping of the same mental states
according to the recognisable expressions only. This mapping reveals other similarities
and meanings, across and beyond the meaning groups, as defined by the MindReading
taxonomy. Some of these characteristics resemble other conceptualisation methods. At
the end of each section there is a short summary of the results, Section 7.4 highlights and
summarises them.

The MindReading taxonomy

As described in Chapter 4, the MindReading taxonomy of emotions [2] comprises of over
740 emotion and mental state concepts, including all the emotion terms in the English
language, as well as mental states with an emotional dimension (e.g. doubting). Mental
states that could be a purely bodily state (e.g. hungry) and states with no emotional
dimension (e.g. reasoning) are not included. These concepts are grouped into 24 concept
groups (such as the happy group, the thinking group, the sneaky group, etc). The list of
24 emotion groups is shown in Table 7-1. Developmental testing resulted in the emotion
concepts being further subdivided into six different levels, on the basis of word frequency
in the English language and verbal comprehension. The six levels represent an age range
from pre-school through to adulthood. Each concept is demonstrated by 6 instances, or
sentences. In the version used in this research there are 4412 speech segments. The full
list of emotions, according to emotion groups and developmental levels can be found in
papers by Baron-Cohen et al. [3, 4].

Afraid Excited Liked Surprised
Angry Fond Romantic Thinking
Bored Happy Sad Touched
Bothered Hurt Sneaky Unfriendly
Disbelieving Interested Sorry Unsure
Disgusted Kind Sure Wanting

Table 7-1: The 24 groups included in the emotion taxonomy (adapted from Baron-Cohen et al [4]).

Method

The mapping was done by running the inference machine on the MindReading database.
For each sentence, the number of machines that chose or recognised each of the recognis-
able expressions was recorded. Only expressions that were chosen by at least six machines
were considered for further analysis. That means more than one standard deviation above
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the mean of the machines number. In this case, no significance was associated with the
number of machines that recognised an expression as long as it was above the standard
deviation threshold.

Each concept in the database is represented by six sentences. A concept was considered
recognised if at least one of the recognisable expressions was recognised in at least four of
these sentences (>66%). For the recognised concepts, other expressions that appeared in
three of the same sentences (50%) were also considered for characterising the concept.

An example can be seen in Table 7-2. It shows the inference and mapping results for
the concept heated from the angry group. The first five rows present the inference results
for each of the sentences that represent the concept in the database. The expression
excited was chosen by six or more machines in four of the six sentences. The expression
opposed was chosen by more than six machines in three of these four sentences. Therefore,
these are the inferred or recognised expressions for this concept. This method was used
in all the experiments presented in this chapter.
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0401601P4Theated.wav angry 4 5 2 3 5 3 2 5 7
0401601P5Theated.wav angry 3 3 3 5 7 7 4 3 1
0401601P6Theated.wav angry 5 2 2 5 6 8 2 2 4
0401601R5Theated.wav angry 6 3 0 7 7 5 3 4 1
0401601Z5Theated.wav angry 5 3 6 2 6 7 3 2 2

Heated angry 4 3
Heated angry • ◦

Table 7-2: An example of the mapping method. For each of the speech signals for the concept heated the
number of machines for each recognisable expression is stated. Green shades mark expressions chosen by
6-8 machines. The final definition of the concept is at the 2 bottom lines, stating the number of sentences
in which an expression was recognised. The turquoise marking is the convention used throughout this
chapter, • recognition in 4-6 sentences, ◦ recognition in 3 sentences.

7.1 Comparison to human performance

This section describes the performance of the inference machine in the voiced part of the
CAM Battery Test, as described by Golan et al. [1]. This experiment had two goals: to
measure the ability of the inference machine to distinguish between complex mental states,
beyond the limited set of expressions that it was trained to recognise, and to compare it
to human performance.

The CAM Battery Test (CBT) tests recognition of 20 complex emotions and mental
states. It is based on utterances from the MindReading database, which was used for
training the inference machine. The test is aimed at adults with Asperger Syndrome, who
can recognise simple emotions and pass basic theory of mind tasks, but have difficulties
recognising more complex emotions and mental states. The CBT was tested on males and
females with Asperger Syndrome (AS group) and on matched controls (control group).
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The inference machine’s ability to distinguish between expressions of concepts is compared
to that of the participants in the control group.

The Cambridge MindReading (CAM) Face-Voice Battery

For better understanding of the comparison results, this section reviews the CAM battery
experiment as reported by Golan et al. [1]. From hereon I refer only to the voice part of
the battery.

The CAM battery evaluates a selection of 20 concepts, taken from the MindReading
taxonomy, representing 18 of the 24 concept groups. The battery includes mental states
with different valence (positive, negative or neutral) and emotions of varying intensity
(subtle and intense). Selection of the concepts followed three principles: concepts should
be (a) selected from all 24 concept groups, (b) mainly subtle, and (c) important for every-
day social functioning. The larger concept groups (unfriendly and sad) were represented
by two concepts each.

The test questions consisted of a choice between four concept labels for each of the
recorded sentences. The questions were created by a computer programme which ran-
domly selected the sentences and three foil words, ensuring that foils were not from the
same emotion group as the target answer. In order to make sure that the chosen concepts
are taken from the adult emotional repertoire, they were all selected from the higher levels
of the taxonomy, which include concepts that are usually only understood by people over
the age of 15. After listening to a sentence the participants were asked to ”choose the
word that best describes how the person is feeling”.

It is important to note that although the MindReading database was labelled by
agreement of several people, additional validation of each sentence of the chosen sentences
was conducted before carrying out the group analysis. The data from the 21 adults in the
control group was first analysed as follows: An item was considered valid if at least 11 out
of 21 (>50%) of the participants selected the target word and no more than six (<33%)
selected any one of the foils. Using these criteria, five of the concepts were excluded
from the battery. Eight other concepts had one invalid item each, and these items were
removed. In order to keep the same number of items for all the concepts, one item was
randomly removed from each of the remaining 12 concepts of the CAM battery, so that
the final battery comprised 20 concepts.

These results imply that the accuracy level of the labelling of the MindReading
database in not consistent. Therefore, strict conditions were taken in the expression
mapping which is described in the second part of this chapter.

Performance comparison

The participants in the CAM battery test used for comparison were the control group
which comprised 17 adults recruited from a local employment agency, including 12 males
and 5 females. Table 7-3 presents their results in the voice part of the battery. The
average number of sentences recognised by the control group was close to 43 sentences out
of 50 [1]. The AS group comprised 21 people as well. Their performance was consistently
lower than the performance of the control group. On average the participants in this
group recognised less than 36 concepts by their vocal correlates.
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abcdefghijklm abcdefghijklm AS Control Total
Females Mean 33.17 44.80 38.45

SD 9.62 2.59 9.27

Males Mean 36.73 41.92 39.04
SD 4.22 3.96 4.81

Total Mean 35.71 42.76 38.87
SD 6.19 3.78 6.29

Table 7-3: Average number of concepts that were recognised out of 50 sentences in the vocal test by
males and females in the AS and control Groups [1].

The inference machine was applied to the same sentences or voices that were used for
the CAM battery, and used the same foil concepts that were used in the battery questions.

Its defined task was to distinguish between the voice of the concept and the voices
of the foil concepts, i.e. the concepts and the foil concepts should have yielded different
combinations of the recognisable expressions. The expressions recognised for the concept
sentence by at least six machines were compared to the expressions that were recognised
for the foil concepts, using the six sentences of the foil concept following the method which
was described in the previous section. An example of the vocal correlates of one of the
battery questions, as depicted by the inference machine, is presented in Table 7-4.

The example shows one of the two questions for the concept lured. The foil concepts
are: comprehending, so-so and rejecting. The concept lured is recognised as a combination
of thinking and unsure, comprehending as thinking, so-so as thinking and absorbed, and
rejecting as sure and opposed. The different combinations allow us to distinguish between
the different examined concepts.

The inference machine successfully distinguished between the concepts and the foil
concepts in 49 of the 50 sentences. In this case it outperforms humans.

Furthermore, the meaning of the recognised combinations is reasonable. It either
conforms to the concepts’ lexical meaning or at least does not contradict it.

These findings imply that the machine can distinguish between complex mental states
that are not necessarily part of the recognisable expression set on which it was trained.
These mental states are characterised by combinations of the recognisable expressions.
Therefore, the machine can be used for finding relations between expressions, and be
applied to a larger set of expressions, as described in the next sections.



Chapter 7: Expression taxonomy and mapping 96

Concept

joy
fu

l

ab
sorb

ed

su
re

stressed

ex
cited

op
p
osed

in
terested

u
n
su

re

th
in

k
in

g

Concept Sentence lured 2 4 3 2 5 2 5 7 6
Concept (6 sentences) • •

comprehending •
Foil Concepts so-so • •

rejecting • •

Sentence file name The question
0903302A6Tlured.wav 1. lured 2. comprehending 3. so-so 4. rejecting

Table 7-4: The question from the CAM battery (bottom) and the vocal correlates of the examined
expressions as depicted by the inference machine (top): first row from the top - number of pair-wise
machines that chose each expression for the concept sentence. Second row- recognised expressions for the
whole concept (lured). Bottom rows - recognised expressions for the foil concepts (comprehending, so-so
and rejecting). • - expression chosen by more than 6 machines in at least 4 sentences, as in Table 7-2.

Expression mapping
The following sections describe the application of the inference machine to expression
mapping. The goal was to examine the relation between expressions, their meaning and
the relations between them.

 

Figure 7-1: Four descriptive models of core affect. From Yik, Russell, and Feldman Barrett [5]

One of the reasons for the relevance of expression mapping to automatic systems was
stated by Cowie et al.: ’The obvious goal for an automatic recogniser is to assign category
labels that identify emotional states. However labels as such are very poor descriptions.
In addition, humans use a daunting number of labels to describe emotions.’ [6]. Recognis-
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ing the relations between concepts and categories may facilitate the recognition and the
navigation between concepts.

This research area has been approached by linguists and psychologists for decades, for
different reasons and from different points of view. Russell and Barrett wrote ”Unfortu-
nately, there is no consensus on what that structure (of emotions) should be. Indeed, there
is every appearance of disagreement: Some researchers use categories, some dimensions;
some use bipolar concepts, some unipolar ones; and some presuppose simple structure,
some a circumplex, and some a hierarchy.” [5]. Figure 7-1 presents some of the circum-
plex methods. Additional methods are reviewed in Chapter 2.

In the next sections I examine two descriptive frameworks for the mapping of concepts
and their related expressions. The first is the hierarchical presentation of the MindReading
taxonomy and its 24 concept groups and the second is the nine-dimensional space which
is defined by the recognisable expressions set.

Mapping according to a small sub-set and vocal correlates
The mapping suggested here uses small set of concepts and their expressions, including
joyful, absorbed, sure, excited, opposed, stressed, unsure, interested and thinking, which
consist the recognisable expressions set. The most interesting and important feature of
this mapping is that it is done through the vocal correlates of these concepts.

These concepts are not commonly used for mapping, although they include several
variations of the terms which are mentioned in the literature. For example, joyful (plea-
sure, high positive affect, joy), excited (arousal) and stressed (tension). The recognisable
expression set also includes terms related to both complex mental states such as thinking,
absorbed and interested and to confidence level like sure and unsure, that do not appear
in other descriptor sets. The term opposed, although indicating negative affect, also refers
to more cognitive related terms such as disagreement.

The recognisable expression set allows using day-to-day descriptors that discern at
least part of the complex phenomena of emotions and mental states, albeit in a fuzzy
manner rather than along axes. It also allows getting more information about the emo-
tional content or the nature of an expression beyond its location in a certain concept
group in a hierarchical taxonomy.

The expression inference machine was applied to the full MindReading database, using
the method described at the beginning of this chapter. It was done in order to explore
the expression mapping capabilities of the inference system, to check the vocal correlates
of the MindReading taxonomy, and to find other possible ways of grouping expressions
and finding the relations between them.

Investigating the relations between expressions strongly depends on the manner of
presentation. One method is summary for all the groups, including all the instances
(sentences/utterances) belonging to them, according to the MindReading database. This
method was used for preliminary observations. It gives a broad idea of the characteristics
of each group according to the inference system. However, it is sensitive to outliers.
Therefore, the more strict criteria for defining recognised concepts, as described above,
were devised. 459 concepts were recognised in this manner. As demonstrated in the next
sections, most of the inference results (>85%) correspond to the lexical definitions of the
concepts, or at least do not contradict them. These numbers indicate that the inference
results are significant and mostly reliable.
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The two mapping methods which are presented in this chapter refer only to the recog-
nised concepts. The first method examines properties of the MindReading taxonomy, as
defined by the recognisable expression set. In the second method, the recognised concepts
are organised only according to combinations of the recognisable expressions. These meth-
ods examine different aspects of the relations between concepts, their groups and their
meaning (linguistic and behavioural). They examine the mapping capabilities of the in-
ference machine and its limitations. They may also suggest properties and limitations of
acting various mental states.

7.2 Vocal mapping of the MindReading taxonomy

This section presents the first mapping method which examines properties of the Min-
dReading taxonomy. The presentation is arranged according to the taxonomy concept
groups. In each group, the concepts are arranged according to combinations of the recog-
nisable expressions. This mapping method allows the examination of three parameters
according to the recognisable expression set:

1. The inference of each concept and its relations to the concept group

2. The relations between concepts within concept groups

3. The characteristics of the concept groups and the relations between them.

The taxonomy is based on meaning based concept groups such as romantic, unfriendly,
etc. These groups often include opposite extremes of the more commonly used mapping
dimensions, such as activation (passive/ active) and valence (positive/ negative). There-
fore, this presentation can also reveal meanings and their related behavioural cues beyond
the scope of these dimensions.

Method and Results
Each of the next tables shows the inference results for a concept group, as defined by
the MindReading taxonomy and database. The presentation format is demonstrated by
Group Table 1 which presents the mapping results of the sad group.

In the table each row shows the combination of expressions that were recognised for
the concepts which are stated on the left. For example, in the sad group, the inferred
expression for the concepts despairing and distraught is stressed. As in the previous tables,
• signifies recognition in at least four sentences (>67%), while ◦ signifies expressions that
were recognised in 3 of these sentences (50%). Expressions recognised in three sentences
are perceived as less significant and less accurate.

The colours are an added interpretation of the results. In the nine expression columns
on the right, turquoise is used for expressions that could be expected for the concept
or for its acting. Yellow is used for unusual or less expected expressions and expression
combinations. In most group tables there are also grey columns. These indicate expres-
sions that were not recognised as related to most of the concepts in the examined concept
group. The colours in the left column indicate concepts that may belong to other groups,
according to their inferred combination. Orange indicates, in most cases, that other sim-
ilar (unusual or unexpected) combinations appear also in other groups. Yellow indicates
that they do not necessarily belong to the examined group.
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lonely, pining, reconciled, weak •
overwrought • •
pitied • • ◦
exhausted • ◦ ◦
lovelorn ◦ ◦ •
agonising • ◦
grieving ◦ •
discouraged, soulful •
disillusioned, subdued •
grave • •
empty, tired, self-pitying, suffering, lovesick •
distraught, turmoil •
troubled • •
tormented • • •
despairing • •
hysterical • • •
suicidal • •

Group Table 7-1. The sad group results. On the left - the mapped concepts. The nine columns on the
right are the recognisable expressions. • -expressions recognised by at least 4 sentences, ◦ - expressions
recognised in three of these sentences. Turquoise cells indicate probable expression, yellow cells indicate
less probable expression for the concept. Grey columns mark expressions that did not appear in a
significant manner for any of the concept in the group. The concepts marked in yellow display unusual
combinations of expressions. Orange coloured concepts may belong to new cross-taxonomy groups.

Admittedly, these interpretations are rather subjective. Unfortunately, there are no
predefined definitions that correspond to the lexical terms used for this mapping.

As can be seen in the Group Table 7-1 and in the following tables, most of the combi-
nations of the recognisable expressions agree with the lexical concept that they represent.
The inferred expressions do not necessarily give the full lexical definition, but it cannot be
expected from the recognisable expression set. In other cases, inferred expressions suggest
properties of the concepts that are not directly derived from their lexical meaning. They
can evolve from situations in which they appear or even from the fact that they are acted
and the manner of acting (single actor, speaks to oneself). In many cases, the inference
highlights concept properties that are not always obvious from the lexical definitions and
therefore it is interesting to review these results.

Most of the inference results are reasonable and acceptable under these conditions.
Therefore I focus on the less expected mapping results. For each of the Group Tables I
highlight a few of the concepts’ and group’s characteristics and discuss the findings at the
end. The sad group is discussed here in more detail in order to demonstrate a few of the
inference and mapping characteristics that are highlighted and referred to later on.

In the sad group, the most recognised expressions are absorbed, stressed, unsure and
thinking. The other expressions occur only in few concepts. Furthermore, expressions
such as joyful and excited are not expected to be inferred for the sad concept group. The
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combination of joyful and opposed is also not expected.

The expression interested was only partially recognised in one concept, lovelorn. Al-
though the concept sad is mostly associated with self-absorbance, being interested (in
somebody) or asking questions (about the situation) can be an integral part of the con-
cept lovelorn.

The expression excited was recognised only in the concept tormented. It appears in
combination with stressed and unsure. Linguistically, this concept does not necessarily
belong to the sad group. It may belong to another group such as bothered in which this
combination appears in several concepts, or to a new group altogether. Many of these
concepts are related to extreme expressions.

The less expected combinations of joyful with stressed and opposed appear in the con-
cepts hysterical, suicidal and despairing. These concepts are also related to very extreme
expressions and can be associated with lack of control. These combinations occur also in
other concept groups.

The next tables present the inference results of all recognised expressions and groups
in alphabetical order. A few of the possibly less expected expression combinations are
highlighted for further discussion at the end. The large majority of concepts though,
reveal reasonable and interesting combinations that highlight various aspects of these
concepts.

Group Table 7-2 shows the afraid group. The dominant expressions in this group are
absorbed, stressed and unsure. The expressions joyful, sure, excited and opposed do not
appear. The exception is the concept frantic with a combination of joyful, stressed and
excited, as discussed in the sad group. The expression thinking is also not an obvious part
of this group. It is interesting to note that afraid is associated with basic emotions rather
than with complex mental states such as thinking. The concept interested may indicate
questioning, especially when appearing with unsure and stressed. It is more difficult to
find an explanation for the inference of the concept afraid.
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afraid •
dreading •
cowed • •
daunted • ◦
disturbed • • •
shaken, watchful •
worried • • •
nervous • • •
stressed • •
cowardly, jumpy, panicked, terrified, pressured •
frantic • • ◦

Group Table 7-2. Afraid
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displeased ◦ •
angry, indignant, miffed, wild •
bitter • ◦
grumpy, disagreeable ◦ •
embittered, moody • •
heated • •
needled ◦ •
explosive ◦ •
dudgeon • ◦
raging • ◦
complaining, exasperated, frustrated •

Group Table 7-3. Angry

The angry group is presented in Group Table 7-3. Anger is usually considered one of
the basic emotions. Opposed is the dominant expression, as can be expected. It appears
in combination with sure, excited, and stressed. Apart from the displeased concept, the
expressions absorbed, interested, unsure and thinking do not appear in this group, There
is a group of concepts that represent extreme expressions, including dudgeon (in a very
angry or irritated mood), explosive and raging. This group includes combinations of joyful
with opposed or stressed, as can be seen also in the sad and afraid groups. The inference
of displeased is a combination of absorbed and interested, which is different from the other
concepts in this group.
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blank •
distant, negligent, unimpressed, unthinking •
vacant •
passive • ◦
jaded, noncommittal, vague •
listless ◦ •
unenthusiastic •
inattentive • ◦
complacent • • •

Group Table 7-4. Bored

The next group is bored which can be seen in Group Table 7-4. This group is not well
represented by the recognisable expression set. Although the least recognised expressions
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here are joyful, stressed, excited and opposed, which describe a depth of response. As
expected, a few explanations are still required.

The concepts of vacant and passive appear to elicit mostly the interested expression.
These concepts belong to the same domain, but as opposites.

The concept complacent appears in this group in the formal publications of the Min-
dReading database, in an earlier version it was located in the sure group. The recognised
combination for it (sure, excited, opposed) conforms to the lexical definition (’self-satisfied
usually in an unreflective way and without being aware of possible danger’ or alternatively,
’eager to please’), which indicate that it should be indeed located in the sure group.

Inattentive (’careless, not paying attention or taking proper care’) can be associated
with stressed and unsure as the reasons for the attitude rather than with boredom.

The association of blank with sure is acceptable and depends on the interpretation of
the actor.

The bothered group appears in Group Table 7-5. This group is mostly recognised as
stressed. Most of it was also used for training the stressed expression. The expressions
that do not appear in this group are absorbed, sure, opposed and thinking. Unsure may
appear in overrun, and joyful in hurried (’over-hasty, doing something too quickly because
of a real or perceived lack of time’ ), which will then add hurried to the group of extreme
expressions that are difficult to act, but the lack of evidence, only 3 (50%) of the sentences
is not enough for conclusive results.
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flustered, impatient, pestered, restless, ruffled •
bothered • •
overrun • ◦ ◦
hampered • •
rushed • ◦
hurried ◦ •

Group Table 7-5. Bothered

Group Table 7-6 shows the results for the disbelief group. Only properties of 2 concepts
out of 8 were recognised (25%).
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guarded •
doubtful • •

Group Table 7-6. Disbelieving
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Of the disgusted group only one concept from a total of 4 was recognised (25%), as
can be seen in Group Table 7-7, although the opposed expression appear in many of the
utterances of this group.
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averse • •

Group Table 7-7. Disgusted

Group Table 7-8 shows the results for the excited group. Excited and stressed are
the dominant expressions here. The mixture of them is understandable, especially in
the negative concepts such as hysterical and uncontrolled. Sure and interested are not
characteristics of this group. An interesting characteristic is the recognition of opposed in
the concepts that describe motivation and enthusiasm. Intense and possessed may belong
better to the absorbed group, as it is defined in the taxonomy.
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keen, motivated, reckless •
intense • •
possessed • •
emotional •
hysterical • ◦
titillated • •
uncontrolled • • ◦
enthusiastic ◦ • •
upbeat • •
spirited, alert, dynamic, excited, invigorated,
vibrant

•

lively ◦ •
inspired ◦ •
exhilarated • ◦ ◦

Group Table 7-8. Excited

The next group is fond which is presented in Group Table 7-9. The dominant expres-
sions are absorbed, unsure and thinking. The expressions that are related to high arousal
levels such as joyful, excited, stressed and opposed are not characteristics. It is interest-
ing to note that although joyful and excited are the only obviously positive recognisable
expressions, they are not apparent in this group.
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trusting • •
adoring • •
loving •
fond • ◦
worshipping, affectionate, devoted, doting •
regard • ◦ ◦

Group Table 7-9. Fond
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nonchalant, proud, boosted •
flexible • •
amenable • ◦
easy-going • •
comfortable, gratified, mischievous, protected •
privileged ◦ •
tolerant • •
tickled • ◦ ◦
happy • ◦
jubilant ◦ ◦ ◦
rejoicing • • ◦
festive • ◦
amusing, delighted, enjoying, felicity, glad, jok-
ing, joyful, triumphant, outgoing, unabashed,
playful

•

overjoyed • •
merry • ◦
blameless, familiar •
calm • ◦
peaceful ◦ •
charismatic •
relieved • •
languid •
pleasure • •
accepting •

Group Table 7-10. Happy

The happy group is next. This group consists of a large variety of concepts. Some of
the concepts are indeed related to happiness and joy. Others indicate different levels of
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well-being. For example, safe which is integral to many other expressions but apparent
more in the context of opposite situations (danger), or calm which signifies low arousal
level rather than positive disposition which happy or even content imply. In Group Table
7-10 the concepts marked in orange could probably belong to at least one different group
of concepts.

Group Table 7-11 shows the hurt group. The dominant expressions are absorbed,
unsure, thinking and stressed. The inferred expressions for the concept terrorised suggest
that it could either belong to the afraid group or to the emerging group of extreme
expressions. The concept teased seems to be interpreted by the actors as a positive rather
than a negative expression and should have been in the happy group. Misunderstanding
and judged seem to be acted from the point of view of power and contradicting opinions,
as some concepts of the unfriendly group, rather than as hurt feelings. Other than these
concepts, as expected, the expressions joyful, sure, excited and opposed are not among the
characteristics of this group.
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betrayed •
belittled, demoralised •
neglected ◦ •
downtrodden, compelled • •
isolated • • •
deflated • •
scolded, resented, disbelieved, hurt, patronised,
scrutinised

•

excluded ◦ • •
criticised •
corrected, mistreated, questioned, scorned, tor-
tured, trapped

•

umbrage • •
terrorised • • • •
misunderstood •
judged •
teased •

Group Table 7-11. Hurt

Group Table 7-12 shows the interested group. As expected the main expressions are
interested and absorbed with a few that include thinking and unsure. As discussed in
Chapter 6, the expressions interested and absorbed were trained on data from the interested
concept group.
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nosy, spellbound, tantalised •
obsessed •
tempted, fascinated, curious, interested, listen-
ing, probing, quizzical

•

asking • •
intrigued •
concentrating, conscientious, dazzled, thor-
ough, involved, obedient

•

focused, hypnotised • •
engaged • ◦ ◦
awed ◦ •
absorbed • • ◦
sensitive • ◦ ◦
lured • •

Group Table 7-12. Interested

Group Table 7-13 shows the kind group. This group is supposed to convey a positive
attitude towards somebody else in a behavioural manner towards them-(active), rather
then in the feeling towards them (passive concept group fond). Interested and sure are the
most pronounced and obvious expressions in this group although absorbed and stressed
are also quite apparent. There are a few problems with the definition of some of the
concepts here, especially acknowledge and fatherly. Their meaning, acting and inference
are sensitive to interpretation and context.

The next table, Group Table 7-14, presents the liked group. The reaction to being
liked in rather complex and includes a whole variety of expressions, from sure to unsure,
excited and opposed. Joyful, thinking and stressed are not among the characteristics in
this group. Here again the context may play a major role in the interpretation. Arguably,
open cases of adoration and flattery can create reactions of uncertainty (unsure), modesty
and opposing arguments.
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praising, kind, caring •
charitable ◦ •
encouraging ◦ •
polite • ◦
excusing, concerned, sensitive, warm •
receptive ◦ •
patient, pitying, protective •
soft ◦ •
persuading ◦ •
comforting • •
indulgent • •
forgiving •
tender • • •
calming ◦ •
responsive •
forthcoming • ◦
complimenting ◦ •
acknowledging • •
fatherly • ◦
gallant •

Group Table 7-13. Kind
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adored •
comforted, preferred •
favoured
accepted, conciliated, reassured, trusted •
acclaimed • ◦
indulged ◦ •
flattered ◦ •

Group Table 7-14. Liked

The romantic group is presented in Group Table 7-15. The dominant expressions in
this group are absorbed, thinking and unsure. The concept attractive should have been in
the sure group, as it was defined in earlier versions of the taxonomy.
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aroused, lustful, seductive •
entrancing ◦ •
fancying • •
loving, lecherous, seduced •
flattering, attracted • •
sexy, romantic • • •
intimate • ◦ ◦
bewitched ◦ ◦ • •
enticed •
attractive •

Group Table 7-15. Romantic

The sneaky group is presented in Group Table 7-16. The dominant expressions are
thinking, unsure and absorbed. The recognition of insincere as joyful may be misleading.
The concept fawning can belong to this group or to the kind or even to the unsure groups
because it has two lexical interpretations: ’seek favour by flattery’ and ’try to please’.
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insincere •
sneaky, lying, tempting •
luring, manipulative • •
secretive • • •
mysterious • •
furtive ◦ •
fawning •

Group Table 7-16. Sneaky

The sorry group is presented in Group Table 7-17. This group has concepts shared
with the groups hurt and unsure, and even stressed. The membership of the specific terms
in the sorry group is arguable. Most of them are expressed in an introspective manner,
including thinking, unsure and absorbed.
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mortified •
humiliated, disgraced •
regretful • •
ashamed, ignominious • • •

Group Table 7-17. Sorry

The surprised group in presented in Group Table 7-18. Only one of the concepts in
this group could be described as positive and was not recognised. The combination of
excited and stressed is expected. The appearance of joyful in the concepts shocked, appalled
and scandalised associates them with the new group of extreme expressions. The concept
dazed has several meanings (confused, stunned, shocked, surprised, bemused, bewildered,
etc), not all of them are related to surprise and the interpretation of the actors could have
been different.
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startled •
shocked • ◦
appalled • ◦ •
scandalised ◦ •
horrified •
dazed • ◦ •

Group Table 7-18. Surprised

Group Table 7-19 presents the mapping of the concept group sure. The recognised
expressions are mostly sure, excited, opposed and to a lesser extent absorbed. The concept
vain can in corporate joyful if it was acted as gloating. The expression committed was
used to train the expression of absorbed. The more forceful concepts such as dogmatic,
dictatorial and forceful include elements of excited. It is interesting to note that accord-
ing to the taxonomy many of the concepts in this group relate to confidence in case of
opposition.
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pompous, sure, convinced, decisive, enduring,
prepared, resisting, staunch

•

persuaded, cocky, compelling, inexorable, ego-
centric, firm, immovable, relentless

•

wilful • ◦
opinionated ◦ •
confident, bullish, insistent, knowing, narcissis-
tic, resolved, uncompromising

• ◦

adamant, arrogant, assertive, conceited, de-
cided, determined, egotistical, purposeful, righ-
teous

• •

unworried • • •
controlled • • •
boastful, challenging ◦ • •
dogmatic • ◦ •
competitive • ◦
dictatorial ◦ •
forceful • •
self-confident •
sincere •
committed • ◦
convincing •
forward •
vain •

Group Table 7-19. Sure

The thinking group appears in Group Table 7-20. As expected it includes the expres-
sion thinking, with elements of unsure in concepts such as considering, choosing, brooding
and debating. It also includes elements of absorbed in concepts such as dreamy, fantasis-
ing and also in considering and debating. Stress appears in realising that may have an
element of surprise (’become aware of something’). The concept preoccupied might have
been more suitable in the bothered group.
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comprehending, thoughtful, deciding, regard-
ing, wool-gathering

• •

calculating ◦ •
dreamy, fantasising • •
considering • • ◦
brooding • ◦ •
choosing, thinking • •
realising • • •
preoccupied • •
debating ◦ •

Group Table 7-20. Think

Group Table 7-21 presents the touched group.
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effusive •
corny ◦ •
touched • •
nostalgic ◦ •
wistful • • •
sentimental • •

Group Table 7-21. Touched

Most of the concepts are recognised as combinations of thinking, unsure and absorbed,
as expected. The concept effusive reflects excessive and extravagant expression of feelings,
recognised here as stressed, while the other terms refer to more subtle concepts, which is
also reflected in the recognised expressions. Corny seems to belong to the wrong group,
and acting in a corny manner has a completely different (negative) meaning.

Group Table 7-22 shows the ’all encompassing’ unfriendly group.



Chapter 7: Expression taxonomy and mapping 112

Concept

joy
fu

l

ab
sorb

ed

su
re

stressed

ex
cited

op
p
osed

in
terested

u
n
su

re

th
in

k
in

g

unapproachable •
frustrating • •
condescending • •
coercing • • •
mean, picky •
sadistic • •
slighting • •
antagonistic, intimidating, persecuting, snotty,
unreceptive

•

cold • ◦
remote • ◦ ◦
bombarding, disagreeing, malicious, rejecting,
sarcastic, thwarting, unkind

• •

irritating, argumentative, discouraging, despis-
ing, uncooperative

◦ •

acidic, condemning, gruff, uncaring, stern • ◦
punishing ◦ • •
resentful ◦ ◦ •
boorish • • •
inhospitable • • ◦ ◦
vindictive • • ◦
defiant ◦ ◦ •
gleeful ◦ • •
disruptive • ◦
disobedient, odium, unruly • •
forbidding • • ◦
contradictory ◦ ◦ •
insulting, brazen, confrontational, contrary,
critical, derisive, devastating, difficult, disap-
proving, disconcerting, illiberal, rude, inter-
fering, obstructive, vulgar, unwilling, violent,
overpowering?

•

blaming, disinclined ◦ •
hostile • •

Group Table 7-22. Unfriendly

The unfriendly group includes 118 concepts, of which 64 were recognised (54%). The
main recognised expressions here are opposed and sure, some are coupled with excited and
other with absorbed. Interestingly, the concepts that mean no interest such as remote, cold
and unapproachable were recognised with elements of interested. Several of the stronger
concepts, including punishing, resentful, forbidding, blaming and hostile include element
of the expression joyful.

The unsure group, as presented in Group Table 7-23 is just as complicated. The main
recognised expressions are unsure, absorbed, thinking, interested and stressed. There are
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a few expressions that do not appear to belong in this group. For example, deferential
can be in the kind group (’showing polite respect’). Silly, can refer to acting in a silly
manner, as a joke, therefore its recognition as joyful is acceptable. Self-deprecating can
mean a person who is sure of being guilty. Neurotic is inferred as a combination of joyful
and stressed that is observed in other groups for extreme expressions.
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confused, clueless, insecure, humble, indecisive,
inferior, innocent, unsure, baffled, disorientated

•

inadequate ◦ •
puzzled • •
faltering ◦ • ◦
undecided ◦ •
hesitant ◦ • ◦
hopeless ◦ •
shy • •
naive •
deferential • •
So-so •
mystified ◦ •
helpless • ◦
bewildered ◦ • ◦
sensitive •
denying neurotic • •
silly •
self-deprecating •

Group Table 7-23. Unsure

The last group is the wanting group which is presented in Group Table 7-24. This
group includes mainly the expressions unsure, thinking, absorbed and opposed. Interested
and excited are not part of this group which includes concepts from begging to demanding
and therefore from unsure to sure. One of the lexical definition of the concept faddy, is
’having strongly held but brief, enthusiasms’, therefore it does not necessarily belong in
this group.
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needy, wishful •
longing ◦ •
appealing, greedy, begging •
requesting ◦ •
suppliant • •
particular •
acquisitive •
demanding, rapacious ◦ •
faddy • •

Group Table 7-24. Wanting

Discussion
This section describes the automatic mapping of mental state concepts and expressions.
The concepts are arranged according to the Mindreading taxonomy whose properties are
also examined. The inference was done by the inference machine, which is discussed in
Chapter 6, and its recognisable expression set.

The expression mapping can be examined according to the following criteria:

• The inference of each concept.

• The inclusion of a concept in a concept group as defined by the taxonomy.

• The relations between concepts within a concept group.

• The characteristics of each concept group.

• The relations between concept groups.

Several conclusions can be drawn from the tables above as well as a few repetitive
issues that require additional discussion. The main conclusions are:

1. Most of the inferred combinations for most of the concepts seem to correspond to
their lexical meanings, or reasonable in respect to the situations in which they could
be expected (approximately 85%).

2. The grouping of concepts into concept groups reveals common characteristics within
each group. That means that there are vocal characteristics that are related to mean-
ing. Or in other words, that meanings can be distinguished by vocal characteristics
and by the recognisable expression set.

3. There are characteristics that are common to different concept groups. For example,
groups that are related to basic emotions (such as afraid and angry), for which ex-
pressions such as thinking, interested and absorbed are rarely inferred, versus groups
that are more related to cognition and self-absorbance and reflection in which such
complex mental states are common.
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However, not all the inference results are clear or straightforward. The main conclu-
sions that arise from the examination of the tables and require additional discussion are
the following:

1. The recognisable expression set is too coarse and does not include enough expressions
for more precise labelling.

2. Misclassification. According to the inference results, certain concepts appeared to be
in the wrong concept group, although their inference seems reasonable and correct.
The reasons for the apparent or suspected misclassifications can be:

• A concept has several lexical meanings. The taxonomy referred to one, while
the database referred to another. For example, complacent (bored and lazy vs.
content and sure).

• There is no provision in the taxonomy for certain expressions. It intentionally
does not include expressions that relate only to physiological reactions, there-
fore concepts that incorporate an obvious physiological reaction appear in a
lexical group that relate only to one aspect of their interpretation. Their clas-
sification is more a judgemental interpretation of the concept meaning rather
than its content. An example is the concept calm which indicates low arousal
level rather than valence (positive/negative) which was placed in the happy
group.

• The same meaning has different behavioural expressions in different contexts.
For example, displeased (angry vs. absorbed).

• The concept definition does not belong to any of the groups, and the nearest
group is a matter of interpretation. For example, tormented (sad vs. bothered).

3. Certain groups, such as romantic, bored, disbelieving and fond, are characterised by
dominant combinations of absorbed and thinking. The inference in these cases does
not necessarily convey the meaning of these groups but rather their expressions,
especially in the context of a single actor who reflects (or fantasies) in a certain
manner. The set of recognisable expressions is relatively small, and is not enough to
distinguish between all the subtle expressions, or to define all the meaning subtleties.

4. Indirect interpretations of concepts appear, especially in relation to confidence level.
For example, the concept lonely and its inferred expression unsure. It may also
indicate lack of more precise descriptors.

5. Possible effects of acting that cannot be isolated. For example, the inferences of
the expression unsure for a certain concept can evolve from the concepts’ meanings,
from its interpretation by the actors or from uncertainty in acting it (the actors
express their own mental states beyond the expressions they try to convey).

6. An artefact of interpretation and acting expression is that many positive meanings
are more apparent in the case of opposition. For example, most of the sure group
and concepts which are related to motivation (like enthusiastic and motivated) reveal
expressions that can be interpreted as defiance. In the same manner, concepts such
as trusting include the inference of unsure. Concepts that are more easily acted by
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asking questions invoke the inference of the expressions interested and unsure. Not
as easily explained is the appearance of absorbed in active concepts that usually
indicate interaction with other people, such as persuading, comforting, protective
and indulgent.

7. Labelling and acting subtle expressions, especially those that relate to well-being is
difficult. It appears in the inference of the concepts which are related to content-
ment in the happy group. An unofficial labelling verification attempt with 4 people
revealed that indeed many of these expressions are acted in a manner that implies
negative rather than positive expressions. The evaluators were asked if the label is
correct, if the voice is positive, negative or neutral and whether the voice sounds
acted or natural. In both the happy and in the unfriendly groups there were many
mismatches.

8. In the Happy group I would have expected the confidence level (sure) to be high,
but it is not at all a parameter in the inference. It could be an effect of the machine
design, or an indication that this aspect is not significant in these expressions.

9. In certain cases, the inferred expression was from the same domain (for example
interest level), but on the opposite side of the scale. For example, the concepts of
vacant and passive elicit mostly the interested expression. It can be a case in which
the dominant expression relates to the domain itself.

10. New groups appear. The more obvious groups are those with unexpected expres-
sion combinations, such as joyful and stressed, joyful and opposed and excited and
stressed. These combinations are inferred for concepts from different concept groups.
These concepts convey extreme emotions and expressions. There are several possible
reasons for the inferred combinations:

• The machine selects the closest expressions. Joyful, and to a lesser degree,
opposed, are the most associated with extreme emotions and expressions. Joy-
ful includes laughter and other forms of extreme expressions that signify less
control of the speaker. Excited and stressed are also related to basic emotions
as they are related to arousal level and connection to physiological reactions.

• The combinations indeed characterise the concepts and their expressions. An-
other aspect that could be considered is that people can experience bipolar
emotions such as happy and sad [7].

• The combination is an artefact of the acting or the interpretation of the ex-
pression by the actors. It is difficult to act (to control) expressions that relate
to lack of control, very extreme expressions and expressions that have asso-
ciated physiological reactions. Many people do not even experience or reveal
extreme expressions, such as: hysterical, suicidal, neurotic and raged. (note: It
is interesting to note that in many plays, movies and soap operas, expressions
such as laughter are not common. One of the reasons may be that it is difficult
to reliably imitate expressions such as real laughter. The same may be correct
for the acting of other expressions that indicate a certain lack of control).
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It is important to note in this respect that there is no correlation and no inherent
dependency between recognisable expressions.

The reason behind these combinations is not as significant as the fact that they are
repeated in the inference of multiple concepts with common meaning-related characteris-
tics.

Summary

As can be seen in the tables and discussion above, most of the recognisable expressions
are related to the lexical definitions of the defined concepts. In addition there are definite
and reasonable characteristics to the MindReading taxonomy groups that relate to their
meaning.

It is a rather surprising result if considering the very small number of sentences per
concept. Of the 749 concepts, 459 are mapped (61%), which is a very high number of
concepts, and most of them (approximately 85%) are recognised correctly. 20% of the
samples were excluded from the CAM Battery Test, so these results are very satisfac-
tory. Table 7-5 shows the percentage of recognised concepts from each group from the
MindReading taxonomy.

The fact that so many concepts are recognised increases the validity of the results and
justifies further examination.

Many of the concepts that have been mapped with elements from expressions that
are not precisely part of their linguistic meaning, but the inference can be justified. In
certain cases acceptable and expectable behavioural characteristics were inferred rather
than expressions that relate to the linguistic content and meaning.

In some cases the recognition pinpoints some of the challenges which are incorporated
in defining taxonomy, in recording and labelling a database that includes such a large
variety of concepts and expressions, and in the inference machine and the scope of the
nine-dimensional expression set.

The results show that the mapping using this machine and technique is good, mostly
reliable and gives a lot of information about the nature of expressive speech and the re-
lationship between lexical meaning and expression manner. It also shows that concepts
within concept groups in the MindReading taxonomy have many common characteristics.
These characteristics, include both the expression they convey and the vocal characteris-
tics of this expression and meaning.

They also reveal that the groups are not mutually exclusive and that the relations
between concepts are more complicated and can be on several planes.
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Group # concepts # recognised concepts % recognised

Concepts
not

belonging to
group

Afraid 24 16 67
Angry 26 18 69
Bored 19 14 74 2

Bothered 14 10 71
Disbelieve 9 2 22
Disgusted 4 1 25
Excited 27 20 74
Fond 14 9 64

Happy 61 39 64 20 (?)
Hurt 58 27 47 3

Interested 32 26 81
Kind 55 27 50
liked 27 11 41

Romantic 18 16 89 1
Sad 44 27 61

Sneaky 16 10 62 1
Sorry 14 6 43 1
Sure 71 48 68

Surprised 9 6 67 1
Thinking 19 15 79 1
Touched 8 6 75 1

Unfriendly 118 64 54
Unsure 43 28 65 3
Wanting 19 13 68
Summary 749 459 61

Table 7-5: The number of concepts and the percentage of concepts for which vocal characteristics of
the recognisable expressions have been mapped.

This mapping method reinforces the connection between meaning and expression, be-
cause it better demonstrates the differences between concept groups and concepts within
groups of the MindReading taxonomy. However, from this presentation additional con-
nections between concepts from different groups become apparent.

Therefore, the next section presents another mapping method that defines and presents
the relations between concepts according to the recognisable expression set.

7.3 Expression based mapping

This section presents the second mapping method. This method consists of concept
mapping in the nine-dimensional space which is defined by the recognisable expression set.
Each of the recognisable expressions is presented as a core with its different combinations
(it could be translated to a graphical representation of a root from which the combinations
spring). The recognised concepts, their locations in the space and the relations between
them are defined by the inferred combinations of recognisable expressions. It is not the
usual definition of space because distances are not defined in it, although they could be
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added.
This mapping method allows the examination of the following parameters:

1. The relations between concepts with the same (or nearly the same) inferred combi-
nations of expressions.

2. The characteristics of concepts whose inference includes a (core) expression.

3. The relations between expressions.

This mapping method reveals relations between expressions of concepts from different
concept groups, as indicated in the previous section. These connections may be associated
with meanings that have not been considered in the taxonomy. The inference of each
concept and its relations to the inferred expressions could be also examined here, but this
examination was performed in the previous section and therefore is not repeated.

Method
Each of the next tables includes the mapping with one of the recognisable expressions as
a core and its combinations.

The column on the left includes the concepts whose inference includes the core ex-
pression. The second column indicates the concept group according to the MindReading
taxonomy, as reference. The nine columns on the right consist of the recognisable expres-
sions. Marked cells in one of these columns indicate that an expression was inferred for
the concepts on the left. As in the previous tables, • signifies recognition in at least four
sentences (>67%), while ◦ signifies expressions that were recognised in 3 of these sen-
tences (50%). Expressions recognised in three sentences are perceived as less significant
and less accurate. Only concepts in which the core expression was recognised in more
than 4 sentences appear in its related table.

The colours aim to highlight some of the properties of the inference and mapping
and therefore they are rather subjective. In the nine expression columns on the right,
turquoise indicates expressions that could be expected for the concept or for its acting.
Yellow indicates unusual or less expected expressions and expression combinations (as
in the tables in the previous section). The grey columns mark expressions that were
not recognised in combination with the core expression. In the two columns on the
right, red text indicates one of the following occurrences: an unexpected inference result,
misclassification in the taxonomy (as discussed in the previous section) or that a concept’s
meaning is significantly different from the concepts around it.

Results
The first recognisable expression presented in Expression Table 7-1 is joyful. This ex-
pression was recognised for both positive and negative concepts. Most of the positive
concepts appear as joyful by itself or in combination with excited and interested with a
possible recognition of sure in one concept. Five positive concepts include also recognition
of either stressed or opposed like most of the negative concepts. The negative concepts
mostly present extreme expressions of emotions. The expressions thinking and absorbed
do not co-occur with joyful. Sure and unsure are not obvious in these combinations.
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The expression joyful appears only in less than half of the groups in the MindReading
taxonomy.
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teased hurt
insincere sneaky
amusing, delighted, enjoying, felicity, glad, joking, happy •
triumphant, outgoing, unabashed, playful, joyful
vain sure
silly unsure
happy happy • ◦
tickled happy • ◦ ◦
jubilant happy • ◦ ◦
appalled surprised • ◦ •
frantic afraid • • ◦
uncontrolled excited •
terrorised hurt • • • •
hysterical sad • • •
despairing sad • •
titillated excited
denying, neurotic unsure
faddy wanting • ◦
raging angry
forbidding unfriendly • • ◦
rejoicing happy • • ◦
festive happy • ◦
hostile unfriendly • •
suicidal sad
dudgeon angry
overjoyed happy • •
merry happy • ◦
shocked surprised • ◦

Expression Table 7-1. The recognisable expression Joyful and its combinations. Grey columns -
expressions that do not appear in combination with the expression joyful. Yellow - expressions that
cannot be easily explained. Red - concepts and groups that appear in combinations that do not agree
with their lexical meaning, or different from the other concepts with the same combination.

The expression absorbed and its combinations appear in Expression Table 7-2. Joyful,
stressed and excited do not usually co-occur with it. This expression appears mostly by
itself and with thinking, sure and unsure. Interested also hardly appears, maybe because
they present opposites in one dimension, the centre of interested is outside the speaker
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troubled sad • •
engaged interested • ◦ ◦
committed sure • ◦
daunted afraid
cowed afraid
comforting kind
possessed excited • •
flattering, attracted romantic
suppliant wanting
sensitive interested • ◦ ◦
intimate romantic
exhausted sad • ◦ •
brooding thinking
pitied sad
absorbed interested • • ◦
considering thinking
coercing unfriendly
disturbed afraid
isolated hurt
sexy, romantic romantic • • •
secretive sneaky
ashamed, ignominious sorry
wistful touched
agonising sad • ◦
fond fond
condescending unfriendly
indulgent kind
intense excited
focused, hypnotised interested
shy unsure
downtrodden, compelled hurt • •
fancying romantic
dreamy, fantasising thinking
luring, manipulative sneaky
doubtful disbelieving
sentimental touched
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sadistic unfriendly • •
regard fond • ◦ ◦
unworried sure • • •
inhospitable unfriendly • • ◦ ◦
controlled sure • • •
calm happy • ◦
frustrating unfriendly • •
deferential unsure
charismatic happy
mean, picky unfriendly
convincing sure
dreading afraid
discouraged, soulful sad
patient, pitying, protective kind
concentrating, conscientious, dazzled, thorough, in-
volved, obedient

interested •

naive unsure
betrayed hurt
worshipping, affectionate, devoted, doting fond
loving, lecherous, seduced romantic
distant, negligent, unimpressed, unthinking bored
particular wanting
guarded disbelieving
comforted, preferred liked

Expression Table 7-2. The expression absorbed and its combinations.

while absorbed is mostly centred on the speaker. However, there are a few concepts
whose focus is outside such as charismatic, convincing and protective that include absorbed
in the recognised combinations. They may be interpreted as aspects of concentration,
and therefore indeed belong here. In this group there are many concepts for which the
expression absorbed seems to relate to the manner of acting rather than to the concept
definition.

The expression sure appears in Expression Table 7-3. Sure appears mostly by itself and
in combination with opposed, absorbed and excited. The combination of sure and excited
appears mostly in concepts which relate to negative attitude. The dominant groups from
the MindReading taxonomy are unfriendly, happy, angry, kind, sure, liked, disgusted and
sad. The concept attractive from the romantic group could have been also in the sure
and liked groups. Certain expressions from different concepts groups in the MindReading
taxonomy could be grouped into new meaning groups, such as concepts from the concept
groups kind and happy or liked and happy, as well as concepts from the concept groups
sure and unfriendly.
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cold unfriendly • ◦
remote unfriendly • ◦ ◦
acidic, condemning, gruff, uncaring, stern unfriendly
amenable happy
bitter angry
confident, bullish, insistent, knowing, narcissistic,
resolved, uncompromising

sure • ◦

fatherly kind
acclaimed liked
bombarding, disagreeing, malicious, rejecting, sar-
castic, thwarting, unkind

unfriendly

easy-going happy
embittered, moody angry
adamant, arrogant, assertive, conceited, decided,
determined, egotistical, purposeful, righteous

sure • •

acknowledging kind
judged hurt
averse disgusted
punishing unfriendly ◦ • •
unworried sure • • •
inhospitable unfriendly • • ◦ ◦
dogmatic sure • ◦ •
vindictive unfriendly • • ◦
boorish unfriendly • • •
complacent bored
forthcoming kind • ◦
slighting unfriendly • •
tolerant happy
controlled sure • • •
sadistic unfriendly • •
complimenting kind ◦ •
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antagonistic, intimidating, persecuting, snotty, un-
receptive

unfriendly

self-deprecating unsure
attractive romantic
disillusioned, subdued sad
accepted, conciliated, reassured, trusted liked •
blank bored
comfortable, gratified, mischievous, protected happy
pompous, sure, convinced, decisive, enduring, pre-
pared, resisting, staunch

sure

responsive kind
grave sad • •
tender kind • • •

Expression Table 7-3. The expression sure and its combinations.

The recognisable expression stressed and its combinations are presented in Expression
Table 7-4. It does not appear in combination with the expression sure. There is a group
of concepts that includes combinations with joyful and excited which are negative in
nature. There are also more sedate combinations with unsure and interested. Again this
expression appears mostly in very specific meaning groups, mostly negative, from to the
MindReading taxonomy, including: bothered, sad, excited, afraid, unsure, hurt, sad, angry
and surprised.
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overrun bothered • ◦ ◦
tormented sad • • •
upbeat excited
umbrage hurt • •
bothered bothered
helpless unsure • ◦ ◦
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polite kind • ◦
rushed bothered
asking interested • •
hampered bothered
worried afraid • • ◦
nervous afraid • • •
hysterical excited • ◦
inattentive bored
overwrought sad
stressed afraid • •
preoccupied thinking
realising thinking • • •
troubled sad • •
flexible happy • •
hysterical sad • • •
terrorised hurt • • • •
bewildered unsure ◦ • ◦
frantic afraid • • ◦
uncontrolled excited
charitable kind
scandalised surprised ◦ •
hurried bothered
despairing sad
titillated excited • •
denying, neurotic unsure
faddy wanting
distraught, turmoil sad
complaining, exasperated, frustrated angry
forward sure
cowardly, jumpy, panicked, terrified, pressured afraid
praising, kind, caring kind
emotional excited
intrigued interested
sensitive unsure •
corrected, mistreated, questioned, scorned, tor-
tured, trapped

hurt

flustered, frantic, impatient, pestered, restless, ruf-
fled

bothered

mortified sorry
effusive touched
horrified surprised

Expression Table 7-4. The expression stressed and its combinations.
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The expression excited, as can be seen in Expression Table 7-5, seems to signify a
higher arousal level in comparison to stressed. It also has more positive aspects. It
appears mostly in combination with joyful, stressed, sure and opposed. There are a few
cases in which the excitement is related to absorbed, such as inspired, or to interested,
such as exhilarated. Extreme stress appears in combinations of both excited and stressed,
occasionally accompanied by joyful, which also indicates high arousal levels. The more
complex mental states which are related to cognition and thinking, such as thinking and
interest do not appear in most cases. Nor do absorbed and unsure.
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inspired excited ◦ •
controlled sure • • •
slighting unfriendly • •
tolerant happy
privileged happy ◦ •
gleeful unfriendly ◦ • •
boastful, challenging sure
vindictive unfriendly • • ◦
boorish unfriendly • • •
complacent bored •
exhilarated excited • ◦ ◦
disruptive unfriendly • ◦
competitive sure •
disobedient, odium, unruly unfriendly
heated angry • •
forceful sure
forbidding unfriendly • • ◦
rejoicing happy • • •
appalled surprised • ◦ •
terrorised hurt • • • •
enthusiastic excited ◦ • •
tormented sad • • •
upbeat excited
umbrage hurt • •
bothered bothered
obsessed interested
startled surprised
self-confident sure •
spirited, alert, dynamic, excited, invigorated, vi-
brant

excited

lively excited ◦ •

Expression Table 7-5. The expression excited and its combinations.
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The expression opposed is the only expression that projects a decidedly negative atti-
tude.
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unworried sure • • •
irritating, argumentative, discouraging, despising,
uncooperative

unfriendly

grumpy, disagreeable angry
opinionated sure ◦ •
demanding, rapacious wanting
corny touched
indulged liked
bombarding, disagreeing, malicious, rejecting, sar-
castic, thwarting, unkind

unfriendly

easy-going happy
embittered, moody angry
adamant, arrogant, assertive, conceited, decided,
determined, egotistical, purposeful, righteous

sure • •

acknowledging kind
judged hurt
averse disgusted
defiant unfriendly ◦ ◦ •
dogmatic sure • ◦ •
gleeful unfriendly ◦ • •
boastful, challenging sure
boorish unfriendly • • •
complacent bored
needled angry
dictatorial sure ◦ •
flattered liked
disobedient, odium, unruly unfriendly
heated angry • •
forceful sure
contradictory unfriendly ◦ ◦ •
enthusiastic excited ◦ • •
flexible happy • •
hysterical sad • • •
terrorised hurt • • • • •
rejoicing happy • • •
hostile unfriendly
suicidal sad • •
festive happy
dudgeon angry
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blaming, disinclined unfriendly ◦ •
explosive angry
resentful unfriendly ◦ ◦ •
punishing unfriendly ◦ • •
wilful sure • ◦
menacing unfriendly • •
maudlin sad
nonchalant, proud, boosted happy
insulting, brazen, confrontational, contrary, critical,
derisive, devastating, difficult, disapproving, discon-
certing, illiberal, rude, interfering, obstructive, vul-
gar, unwilling, violent, overpowering

unfriendly

angry, indignant, miffed, wild angry
persuaded, cocky, compelling, inexorable, egocen-
tric, firm, immovable, relentless

sure •

gallant kind
keen , motivated, reckless excited
misunderstood hurt
acquisitive wanting

Expression Table 7-6. The expression opposed and its combinations.

It appears in combinations mostly with sure, but also with stressed, excited and joyful.
The combinations with sure are mostly concepts that express unfriendliness, or difference
of opinion. Its combinations with excited express anger or challenging. The combina-
tions with joyful indicate lack of control in most cases. The expression opposed and its
combinations encompass concepts from 13 groups from the MindReading taxonomy.

The expression interested is related to more complex mental states, and is trained to
infer different types of questions. Therefore sure does not appear in combinations with
interested. Interested appears in combinations with unsure, absorbed and stressed. The last
combination is common mostly to stress related concepts, and the inclusion of interested
may relate more the content in the form of questions. There are hardly any combinations
of interested with high excitement levels such as in joyful, opposed and excited.
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helpless unsure • ◦ •
encouraging kind ◦ •
asking interested •
hampered bothered
worried afraid • • ◦
nervous afraid • • •
puzzled unsure • •
trusting fond
dazed surprised • • ◦
excluded hurt ◦ • •
peaceful happy
displeased angry ◦ •
receptive kind
frustrating unfriendly • •
deferential unsure
relieved happy • •
passive bored • ◦
overjoyed happy • •
unapproachable unfriendly
blameless, familiar happy
afraid afraid
excusing, concerned, sensitive, warm kind
tempted, fascinated, curious, interested, listening,
probing, quizzical

interested •

criticised hurt
vacant bored
questioning disbelieving

favoured liked

Expression Table 7-7. The expression interested and its combinations.

The next expression is unsure. Its concepts and combinations appear in Expression
Table 7-8. The dominant expressions that appear in combination with unsure are thinking,
interested, absorbed and stressed. The expressions joyful, opposed, sure and excited are
apparently related to higher levels of confidence and self-esteem and there are very few
combinations of unsure that include them.
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excluded hurt ◦ • •
dazed surprised • • ◦
faltering unsure ◦ • •
bewitched romantic ◦ ◦ • •
hesitant unsure ◦ • ◦
pitied sad
absorbed interested • • ◦
considering thinking
coercing unfriendly
disturbed afraid
isolated hurt
sexy, romantic romantic • • •
secretive sneaky
ashamed, ignominious sorry
wistful touched
persuading kind
awed interested
undecided unsure ◦ •
debating thinking
requesting wanting
cowed afraid
comforting kind
possessed excited • •
flattering, attracted romantic
suppliant wanting
tender kind • • •
pleasure happy
lured interested
deflated hurt
adoring fond • •
choosing, thinking thinking
mysterious sneaky
regretful sorry
touched touched
realising thinking • • •
tormented sad • • •
soft kind ◦ •
inadequate unsure
overwrought sad
stressed afraid • •
preoccupied thinking
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nervous afraid • • •
puzzled unsure • •
trusting fond
murderous unfriendly
lonely, pining, reconciled, weak sad
accepting happy
sincere sure
shaken, watchful afraid
nosy, spellbound, tantalised interested
confused, clueless, insecure, humble, indecisive, in-
ferior, innocent, unsure, baffled, disorientated

unsure

adored liked •
scolded, resented, disbelieved, hurt, patronised,
scrutinised

hurt

humiliated, disgraced sorry
enticed romantic
unenthusiastic bored
fawning sneaky
appealing, greedy, begging wanting

Expression Table 7-8. The expression unsure and its combinations.

The last recognisable expression is thinking. It combinations appear in Expression
Table 7-9. It encompasses a large variety of concepts and meanings. It appears mostly in
combination with absorbed, as expected, and in combinations with both sure and unsure.
There are also a few combinations with interested. The expressions that relate to high
arousal and activation levels, including joyful, opposed, stressed and excited do not appear
in these combinations, although they include both negative and positive concepts from
18 of the 24 groups in the MindReading taxonomy.
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grieving sad
hopeless unsure
neglected hurt ◦ •
entrancing romantic
calculating thinking
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condescending unfriendly
indulgent kind
intense excited
focused, hypnotised interested
shy unsure
downtrodden, compelled hurt • •
fancying romantic
dreamy, fantasising thinking
luring, manipulative sneaky
doubtful disbelieving
sentimental touched
lovelorn sad ◦ ◦ •
bewitched romantic ◦ ◦ • •
exhausted sad • ◦ •
brooding thinking
coercing unfriendly
disturbed afraid
isolated hurt
sexy, romantic romantic • • •
secretive sneaky
ashamed, ignominious sorry
wistful touched
realising thinking • • •
listless bored
furtive sneaky ◦ •
longing wanting
nostalgic touched
pleasure happy
lured interested
deflated hurt
adoring fond • •
choosing, thinking thinking
mysterious sneaky
regretful sorry
touched touched
tender kind • • •
grave sad • •
calming kind ◦ •
menacing unfriendly • •
relieved happy • •
mystified unsure ◦ •
discomforted afraid
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forgiving kind
empty, tired, self-pitying, suffering, lovesick sad
so-so unsure
languid happy
belittled, demoralised hurt
loving fond •
aroused, lustful, seductive romantic
comprehending, thoughtful, deciding, regarding,
wool-gathering

thinking

jaded, noncommittal, vague bored
sneaky, lying, tempting sneaky
needy, wishful wanting

Expression Table 7-9. The expression thinking and its combinations.

Discussion and summary
This section describes a new approach to automatic mapping of mental state concepts
and expressions. This method maps the concepts into the nine-dimensional space which
is defined by the recognisable expression set. It aims to explore how a very large set of
concepts can be mapped using a relatively small sub-set of concepts, which are defined
by their vocal correlates.

The expression mapping can be examined according to the following criteria:

• The relations between concepts with the same (or nearly the same) inferred combi-
nations of expressions.

• The characteristics of concepts whose inference includes a (core) expression.

• The relations between expressions.

The conclusions are: There are common characteristics to concepts with the same or
similar combinations of inferred expressions. In many cases, the common behavioural
characteristics indicate a common meaning.

In other cases, the combinations reveal similar expressive characteristics of concepts
with different meanings. The common characteristics could indicate for example arousal
level, self-absorbance, and more.

Certain combinations tend to indicate meaning related properties such as valence
(positive / negative).

Certain expressions represent or appear in relation to specific meaning groups from
the MindReading taxonomy. Furthermore, certain expressions are more associated with
concepts and concept groups that are commonly defined as basic emotions, while there are
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other characterising expressions for concepts and groups that are associated with cognitive
processes and complex mental states.

Not every combination of expressions is observed. Table 7-6 summarises the more
common combinations:

There are recognisable expressions that never co-exist is this database and others that
are very dominant. The fact that a combination does not appear in the database does not
imply that such a combination does not exist. A few unexpected combinations describe
extreme or special concepts. Some of them relate to inherent meanings of the concepts.

As mentioned before, the definition of the recognisable expression set is relatively
coarse, more precise grouping could be advantageous for further distinctions between
meanings.

This method represents a novel approach to expression mapping by using a small set
of concepts for describing the relations within a large set of concepts. The appealing
property of this method is the link of the concepts to behavioural characteristics. This
method presents the role of each of the recognisable expressions to inference and to map-
ping. It reveals new relations and groups within, across and beyond the definitions of the
MindReading taxonomy. It emphasises relations between concepts. It demonstrates some
of the shortcomings of acted emotions. It also enables to see that additional information
or inferred expressions can be useful in order to better distinguish between expressions
and expression groups, as the set of nine expressions is by no means complete.
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Joyful
√ √ √ √

Absorbed
√ √ √ √ √

Sure
√ √ √

Stressed
√ √ √ √

Excited
√

Opposed
Interested

√
Unsure

√
Think

Table 7-6: Summary of the existing combinations between expression pairs.

7.4 Summary

This chapter introduces three sets of results. Each of them has its own significance.
The first part shows the ability of the inference machine to distinguish between complex
mental states, beyond the set of expressions that it was trained to recognise. In this test
the machine’s ability to recognise different combinations of expressions by which different
concepts are distinguishable outperformed human results.
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This ability of the machine to characterise concepts by combinations of recognisable
expressions was then used to examine the vocal correlates of the MindReading taxonomy.

The inference was tested on 749 concepts, of which 459 concepts of emotions and
mental states had consistent recognisable combinations. At least 85% of these combina-
tions agree with the lexical meaning of the recognised concept, or can be explained by
the limitations posed by their acting. The fact that so many concepts were correctly
characterised demonstrates the validity of these results. These results show that this
machine and technique supply information about the nature of expressive speech, the
relation between lexical meanings and the way they are expressed by people.

The concepts and their inferred expressions were mapped according to the concept
groups which are defined by the MindReading taxonomy. This mapping shows that indeed
many of the concepts in the concept groups in the taxonomy have common characteristics
that are often different from the characteristics of other meaning or concept groups. They
include common meanings, common conveyed expressions and the vocal characteristics of
these expressions. However, they also show that these groups are not mutually-exclusive
and the relations between concepts are more complicated and can be presented by different
systems and methods. Therefore, an additional mapping technique is presented.

The second mapping technique defines the relations between concepts according to
combinations of the recognisable expressions. It reveals new relations and differences
between concepts. Many concepts that are located in different concept groups in the
MindReading taxonomy are close to each other according to this mapping. It also shows
that certain combinations of expressions are more common than others and that some
expressions never co-exist.

A further conclusion is that the acting can be very influential. For example, the
acting of many expressions that relate to human relations was delegated into monologues
and introspective moods, while it is not necessarily the case in daily situations. Certain
concepts were more difficult to act, especially those that describe lack of control, and
yielded several irregular combinations. It is also clear that these nine expressions are not
enough to fully represent and distinguish among a large variety of concepts, although they
present correctly, or map, an amazingly large number of concepts and their relations.

This mapping presents a novel approach to the conceptualisation and presentation of
multiple emotion and mental state concepts and the relations between them. The ability
of the machine to define properties of expressions using a limited set of expressions, in a
manner that corresponds to the lexical definitions of the new expressions defines a new
angle for mapping expressions. The recognisable expression set is a small arbitrary set
of expressions of complex mental states which are not necessarily basic emotions. Their
definition according to their vocal characteristics provides the behavioural characteristics
of lexical concept and meaning-based groups.

This mapping has interesting implications and the approach is appealing for several
reasons. The mapping allows navigation among a very large set of expressions. The
approach resembles learning of new expressions by extending the knowledge using the
existing knowledge as a basis. The mapping allows the examination of various descriptive
schemes and theories, because it compares the ideas to the behavioural characteristics
of the expressions. It offers a new way for examining conceptualisation theories using
concrete evidence from related human behaviour. The automatic inference machine is
used here as an automatic mapping machine. In this capacity it presents an objective
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tool for analysing meaning. The relations of lexical oriented grouping of expressions with
paralinguistic characteristics of the same groups or with expressions from other groups
can be used for a large variety of applications and disciplines, such as educational and
therapeutic systems.
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Chapter 8

Interaction level multi-modal inference

This chapter describes the inference and analysis of expressions in the context of a sus-
tained interaction. Interaction level analysis is part of the fifth layer of the framework
which is described in in Chapter 3. It focuses on the dynamic analysis of a sustained
interaction and how transitions are made between sentences and expressions. The in-
teractions are human-computer interactions during a computer game, with intervals of
human-human interactions and intervals of thinking aloud. The analysis enables the un-
derstanding of behavioural patterns during the interaction and has potential for predicting
future behaviour and consequent events based on previous observations. The implemen-
tation of this level in a system and the manner in which the cues are interpreted and
used, depend on the required application. Interaction analysis can be regarded as a step
towards the integration of the technology of affect inference with dialogue systems.

An aspect for examination is the universality of the system or its ecological valid-
ity. The questions are whether the inference system can be used for a large variety of
expressions, acted and natural, and its suitability for different languages and contexts.

The inference machine that was trained on an English database of acted expressions by
British actors is applied to a Hebrew database that consists of naturally evoked expressions
of non-actors Israelis in an HCI situation. It is therefore required to establish the fact that
the inference results for this database are valid or at least reasonable. The labelling of
naturally evoked expressions and mixtures of subtle expressions is not trivial, as discussed
in Chapter 4. Therefore, the verification is done by comparison of the inferred expressions
to events, to other physiological and behavioural cues and to the verbal content.

The first section of this chapter presents preliminary observations of various vocal cues
during interactions and draws requirements for the implementation of sustained interac-
tion analysis. The second section presents analysis of recorded interactions in the Doors
database. It presents both statistical correlation results and analysis of co-occurrences
of the inferred expressions with the various recorded cues throughout the interactions.
It also demonstrates patterns of other behavioural cues throughout an interaction as an
example of how the analysis can be extended to multi-modal inference systems.

8.1 Expressions in time

This section describes some of the observations, performed on the Doors database, that
demonstrate temporal characteristics of expression. These experiments were carried out
in order to verify the initial assumption regarding the importance of the interaction to in-
ference of single utterances, and the relation between utterances in a sequence, during an
interaction. It includes observations of intonation curves, spectrograms and initial classifi-
cation result. The classification is based on manual labelling of a single possible dominant
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label per utterance. Because of the subtle nature of the expressions, and probably due to
their complex combinations, only part of the utterances throughout the interaction could
be labelled in such a definite manner. In order to allow labels consistency, six labels were
assigned by the first listener and the rest of the listeners had to decide which of these
six labels agreed with the examined utterances. As mentioned in Chapter 4, this is the
common practice for such labelling. These labels are slightly different from the labels
used by the inference machine.

Continuity and thresholds
One of the main observations is related to the changes of expressions over time. In most
cases there is indeed a gradual change between consecutive utterances. However, the
experiments showed that sometimes, especially during transitions, samples from different
groups, labelled as different concepts, are closer to each other then to other samples from
the same group. One reason is the gradual transitions between expressions and within
nuances of expressions over time, as discussed in Chapter 2. The second is that different
expressions are noticed if a certain threshold has been passed. These observations have
strengthened the initial assumption that continuous analysis can reveal tendencies in the
interaction that certain applications should be able to change in an early stage, such as
boredom or frustration. They also reinforced the assumption that investigating mixtures
of expressions is desirable.

Figure 8-1 shows an example of these two scenarios. The figure shows four consecutive
pitch contours of the sentence sgor de-le-t, meaning ’close door’ in Hebrew, uttered by a
male speaker. Three of them were labelled as uncertain, while the fourth was labelled as
determined and has a different contour. It can be seen that the uncertain curves change
gradually toward the next expression of determined. The change is gradual, and can
be seen in different characteristics, such as the length of the utterance, the main slope
of the intonation, the range of f0, and the slope, duration and shapes of the different
parts. There is a threshold beyond which these gradual changes turn into a new inferred
expression.
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Figure 8-1: Pitch contours of consecutive utterances. Three with expression of uncertain and the fourth
of determined.

 

Figure 8-2: Spectrograms of three consecutive utterances with expression of uncertainty.

Figure 8-2 shows spectrograms of three consecutive utterances with the label uncertain.
They reveal additional information, which is related to local patterns and their changes
during the interaction, such as the gradual change in the duration of voiced and unvoiced
parts, which increases for example, for the first part of the sentence (0 - 0.2 sec), between
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utterances. Other parameters that change among the utterances include the distances
between consecutive speech parts, the total energy, and its distribution in the frequency
domain.
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Figure 8-3: Classification using C4.5 algorithm of several sets of utterances of sgor-de-let by the same
male speaker, with the labels uncertain, cheered and enthusiastic. Each point is a sentence (utterance).
The arrows indicate consecutive utterances in time.

Figure 8-3 shows classification of several sets of utterances of sgor-de-let by the same
male speaker, with the labels uncertain, cheered and enthusiastic. Each point is a sentence
(utterance). The algorithm used for classification is C4.5 from the J48 package of Weka [1].
The arrows indicate gradual transitions between consecutive utterances in time. In some
cases the transition is towards a different class or expression. In the case of uncertain, it is
clear that the classification is changed by crossing a threshold rather then by using definite
class group locations. Some of the utterances are closer to the next expression than to
the main body of the utterances with the same expression, and would have classified as
enthusiastic if blind clustering was used in this case.

These observations show how subtle changes in expression occur gradually over time,
until a certain point is reached beyond which a different expression is perceived. It also
demonstrates the importance of following an interaction and not only considering stand-
alone utterances. The changes are not always gradual though. In extreme cases we can
find consecutive utterances which are completely different from each other.

8.2 Analysis of the Doors Database

This section describes inference results of expressions during human-computer interac-
tions, and interim human-human interactions. The experiment was designed so that only
the participants’ choices, the resulting game events and participants’ expressions change
during the interactions. The hypothesis was that the inferred expressions would follow
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or precede game events and participants’ choices. This section presents statistical results
that show significant differences in expression recognition that co-occur with certain game
events. It also presents several interaction analyses in time, showing gradual changes, ten-
dencies and the effect of single-occurrence events.

The goal here is not to build or demonstrate a new machine for interaction analysis,
but rather to demonstrate how the inference machine could be applied to such analysis. It
also demonstrates what types of information could be extracted and inferred from analysis
of speech and multi-modal cues during an interaction. Another conclusion derived from
the results is that the machine could be used for analysis of other languages, as validated
by the correlation between the various cues.

The experiment
This section summarises the features of the Doors database that are relevant to the
understanding of the experiment, including details of the computer game which was used
to evoke expressions and characteristics of the participants.

The Doors game is based on the Iowa Gambling Test (IGT) by Bachara et al. [2, 3].
Computerised and manual versions of this game are commonly used in psychology research
[4].

As in the IGT, the participants’ aim was to win as many points as possible. The game
requires a series of 100 door selections, one door at a time. After choosing each door,
the subjects received some points. The amount was only announced after the door had
opened. On certain occasions, after opening a door, the subjects were given points and
then a penalty (points taken). The amount varied with the door according to a schedule
unknown to the subjects. Choosing doors one and two yielded 100 points; choosing doors
three and four yielded 50 points. However, the penalty amounts were higher in the high
paying doors. Doors 1 and 2 were ”disadvantageous” (’bad’), because they cost the most
in the long run, while Doors 3 and 4 were ”advantageous” (’good’), because they resulted
in an overall gain in the long run. Therefore, an advantageous strategy would be to choose
only these doors. After 20 trials and at the end of the game, the participants were asked
what they knew about the game. With a few exceptions, no other interruptions were
made.

This chapter does not aim to reproduce the original IGT results. The participant
group was relatively small, and the setting was not completely identical to the original
test, therefore no general behavioural characteristics of the participants are defined here.
On the other hand, the test was designed so that for each participant the only things
that changed during the interaction were the participant’s choices and therefore the game
events and the participant’s reactions and expressions.

The Doors database offers natural expressions with controlled text. The repetition of
the same text, by the same speaker, many times (100 repetitions for each sentence), with
relations to context, allows examination of the dynamic changes of only the expressions
during the interaction, including subtle changes and subtle expressions. Typical duration
of an interaction is approximately 15 minutes.

Because the game supplies a large number of repetitive trials, the variety of situations
and expressions per participant is relatively large. The experiment can therefore be based
on comparisons between different sections of an interaction of each participant. The
correlation between the recognised expressions and the game events in each scenario shows
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very interesting characteristics and the overall inference over time corresponds to the game
events. Therefore, the fact that each participant behaved in a different manner enlarges
the scope of the experiment. Each interaction can be regarded as an experiment by itself
and the inference system proves to support different interaction manners.

Participants

As each interaction is an experiment, it is important to understand the differences between
different interactions. These differences evolve from the characteristics of the different
participants, their prior knowledge of the game, and the course of the interaction as
revealed by their choices and the resulting game events.

This section presents the analysis results of 6 participants: 3 male and 3 female. All the
participants described here were from the Engineering faculty. All the male participants
were graduate students in electrical engineering of the age group 20-30. They had no
prior knowledge of the game, unlike the report by Maia and McClelland [5], in which the
participants were psychology students who had prior knowledge of the game. Furthermore,
the venue was the Engineering faculty, and the experimenters were colleagues from the
Engineering faculty. These facts are important because they may have influenced the
participants’ expectations of the game’s requirements.

Two of the male participants (Male 1, Male 2) did not manage to devise any strategy
to win the game, although their behaviour suggested otherwise in certain parts of the
game. Male 3 on the other hand used a 3 doors rotation very successfully until the 99th

trial, when he lost many points.
The female participants were more diverse. The first participant (Female 1) was a

graduate student in Electrical Engineering who managed to understand the rules towards
the end of the game. The second participant (Female 2) was part of the experimenters’
group and had prior knowledge of the game. The third female participant (Female 3) was
an academic staff member who apparently had prior knowledge of the IGT. This assump-
tion is inferred from her ability to describe the rules after 20 trials without experimenting
all the rules at this stage. This participant was asked to use only one sentence (’open this
door’). The other participants used two sentences, when they remembered to do so.

These different game patterns, although not conforming with the usual IGT results,
supply interesting evidence regarding the ability to automatically analyse different in-
teractions. The different instructions give additional knowledge for interpretation of the
game events and participants’ reactions.

Analysis Method
The examination of the inferred expressions here is slightly different from the method
described in the previous chapters because the sum of the pair-wise machines is used for
inference. This method is used because the utterances throughout the interaction are
comparable in the sense that participants’ short-term expressions and the game events
are the only things that change. Therefore the assumption is that the machines reflect
only the change in expression and every change should be considered.

T-tests were used for the significance measures. T-tests require normal distributions;
therefore the distribution of each result group was examined. The interaction analysis
was done by considering both specific events, and averaging of the current inference with
the results of the last 5 utterances for better visualisation of tendencies.
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General comparisons
This section presents an example of a general cross-participants comparison. It presents
the participants’ reactions to the common events of total gain above and below zero
(positive or negative).

Table 8-1 shows the expressions depicted when the total gain was negative vs. positive,
i.e. the total number of points gain until this event. As can be seen, different people
reacted in different ways. It is not surprising because they also experienced different
scenarios (in addition to different personalities).

Participant Event Temporary total
gain
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Male 1

Open
door

negative
positive

4.1
4.4

5.0
4.4

3.5
2.8

3.0
2.7

3.4
4.0

3.3
2.8

4.1
6.1

4.3
5.0

5.3
3.8

Close
door

negative
positive

3.4
4.2

3.3
1.9

1.5
5.3

5.8
3.4

4.0
4.3

3.9
4.9

4.0
4.2

5.4
4.1

4.8
3.7

Male 2

Open
door

negative
positive

4.6
4.1

3.8
4.8

4.6
3.4

2.8
3.1

3.2
2.6

3.6
3.6

4.0
4.9

4.4
4.6

5.0
4.8

Close
door

negative
positive

4.3
3.2

2.8
2.8

3.5
5.7

4.5
4.0

2.5
3.7

4.2
4.5

3.9
3.6

5.6
5.3

4.7
4.8

Male 3

Open
door

negative
positive

4.4
5.0

4.3
4.2

3.3
3.9

2.9
2.4

3.1
3.4

2.8
3.4

4.5
4.0

5.2
4.8

5.5
4.9

Close
door

negative
positive

3.1
3.3

3.2
3.0

3.2
2.7

4.4
4.5

4.4
4.8

4.1
4.5

3.6
3.7

4.9
4.6

5.2
4.9

Female 1

Open
door

negative
positive

3.9
4.3

4.8
4.0

2.8
1.9

3.3
4.2

3.0
2.5

3.8
3.9

3.8
4.0

5.4
5.5

5.2
5.6

Close
door

negative
positive

3.8
3.5

3.5
3.6

5.2
4.0

2.6
3.5

3.7
4.1

5.5
5.2

4.3
3.6

3.4
4.0

3.9
4.5

Female 2

Open
door

negative
positive

3.9
4.2

4.9
3.9

2.8
1.9

3.3
4.2

3.0
2.4

3.7
3.9

3.8
3.9

5.3
5.5

5.3
5.5

Close
door

negative
positive

2.8
4.0

4.8
2.9

4.0
2.9

4.0
5.0

2.5
4.2

2.3
3.0

4.3
3.9

5.0
5.1

6.5
5.1

Female 3 Open
door

negative
positive

4.0
4.2

4.1
4.3

3.5
3.3

3.5
3.1

3.2
3.1

3.9
3.8

3.8
4.3

5.0
5.0

5.1
5.0

Table 8-1: Participants’ reactions to positive and negative total gain (above and below 0).The significant
expression differences are marked by both colour and ’*’, the numbers are the average (mean) number of
machines that recognised each expression for the events on the left.

It can also be seen that most values are relatively low (below the mean which is 4).
In the table, the events are described on the left, the recognisable expressions on the
right. The tables include the mean values of machines that recognised an expression in
each event group and the significant differences between expressions of different events
(marked by both colour and ’*’).

Male 1 is the most expressive participant. When making a decision, he shows more
interest and excitement when his gain is positive and thinks more when it is negative. Af-
ter seeing the current result he shows more joy and confidence while being more absorbed,
stressed, unsure and thinking when the gain is negative. The inferred mean values for the
expression opposed, which are higher for positive gain, could have several explanations, for
example - the positive result did not agree with the participant’s expectation (disbelief,
misunderstanding and the like). It could be related to the expressions of enthusiasm and
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high motivation, as in the MindReading. The label enthusiastic was used in the manual
labelling of the database. On the other hand, it could manifest a difference between two
speech cultures.

Most participants were more sure or confident or determined when they opened a
door while losing. The expressions of Female 1 and 2 are similar when choosing a door.
They project low overall confidence, but there is still a significant difference in confidence
(sure) between the cases of total profit and loss. They are more determined or sure, and
more excited and absorbed when loosing, while more stressed when they have positive
gain. These results could also suggest that the gender dependency of reactions could be
explored with such tools.

The participant Male 3 seems more joyful upon opening the next door when the gain
is positive. Female 3 reveals no significant differences between these two cases.

There are expressions that do not change significantly, but on average where recognised
more, such as unsure, thinking and stressed.

Individual participants
This section describes in more detail the main behavioural characteristics of 3 participants.
It reveals significant behavioural changes that correspond to their individual experiences.
The different presentation and analysis methods which are presented in this section pro-
vide different observation angles of the data and the events during the interaction and
different types of information.

Female 2

Female 2 was part of the experimenters group and had prior knowledge of the game. She
pretended to gamble to the 20th trial, tried to win until the 60th trial (her choice) and
was then asked to gamble on the ’bad’ doors. She shows completely different expressions
between the game parts in which she gambled and between the part in which she could
choose the safe and advantageous doors. Table 8-2 shows that she becomes more and more
absorbed throughout the game, especially when choosing a door, as the levels of stress and
confidence decrease. On the other hand, closing the door reveals other tendencies. There
are similarities between the free gambling at the beginning and compulsory wrong choices
at the end. The joyful, the excitement and the profit are higher with good choices. Interest
and thinking are higher at the beginning, with the free gambling, and so is the opposition
or displeasure.
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Measure Event
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O
p
en

d
o
or

1-20 free 5.4 4.1 2.5 3.7 3.2 5.1 3.8 4.2 4.2
Mean 21-60 ’good’ 5.4 5.2 1.6 3.5 3.3 4.1 4.1 4.4 4.5

61-100 ’bad’ 5.3 6.0 1.7 2.6 3.7 4.0 4.2 4.3 4.2

1-20 vs. 21-60 * * *
Significant 1-20 vs. 61-100 * * * *
difference 21-60 vs. 61-100 * *

C
lose

d
o
or

1-20 free 3.3 2.9 3.9 4.7 3.3 2.3 4.8 4.9 5.7
Mean 21-60 ’good’ 4.3 2.9 2.4 5.1 4.6 3.2 3.5 5.1 4.9

61-100 ’bad’ 3.3 3.5 3.6 4.8 3.2 2.6 4.2 5.3 5.5

1-20 vs. 21-60 * * * * * *
Significant 1-20 vs. 61-100
difference 21-60 vs. 61-100 * * *

A
ll

sp
eech

sign
als

1-20 free 4.6 3.6 3.0 4.0 3.2 3.9 4.2 4.6 4.9
Mean 21-60 ’good’ 4.8 3.9 2.1 4.2 4.0 3.7 3.9 4.7 4.7

61-100 ’bad’ 4.6 5.4 2.2 3.1 3.5 3.7 4.2 4.5 4.6

1-20 vs. 21-60 * *
Significant 1-20 vs. 61-100 * * *
difference 21-60 vs. 61-100 * * *

Table 8-2: Female 2 had prior knowledge. Gambled freely in trials 1-20, chose only ’good’ doors in trials
21-60 and was asked to choose only ’bad’ doors in trials 61-100. The significant expression differences are
marked by both colour and ’*’, the numbers are the average (mean) number of machines that recognised
each expression for the events (left).

Figure 8-4 shows smoothed curves of the expression inference over time in compar-
ison to the total profit and chosen doors. It includes all the sentences uttered by the
participant during the interaction, including free test intervals (marked by gaps in the
total profit curve). This perspective offers slightly different information. For example, it
is obvious that the stress level has decreased drastically after the decision to gamble on
the ’bad doors’ was been taken. This observation is supported by galvanic skin response
(GSR) measurements, in which the base line has also drastically changed at this point
in time. The participant shows a combination of joyful and opposed and soon after she
becomes more absorbed at this stage, and later the stress level returns to its previous
values while her dominant expression turns to thinking. The most dominant expression
changes throughout the interaction were between unsure, joyful/happy, thinking and ab-
sorbed. The expression sure is significantly low throughout the interaction. It is slightly
higher at the beginning and during the second interview.
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Figure 8-4: Female 2, expressions in time, total profit (total) and chosen doors (door index). The red
arrow indicates the decrease in stress level apparent in the speech. The red lines indicate the borders of
the two interviews and strategy changes.

More detailed observation, without averaging, shows yet another type of information,
like the relation between the inferred expression and the verbal content. For example,
during the second interval, in one sentence the most dominant expression is interested,
and indeed the participant asks a question. In the other sentences during this interval,
the dominant expression is thinking, when the participant tries to explain things and also
tries to evaluate the suggestion to change tactics. These short intervals are not apparent
in the long-term analysis.

These observations show that the inference machine offers a lot of information about
the participant during an interaction. However, there are different ways to present and
analyse the data in time. Each method provides different information. The informa-
tion can be compared to other behavioural (text, choices) and physiological cues of the
participant and to context related information.

Female 3

From the results it seems that Female 3 was aware of the game rules. She fully explained
the rules after the first 20 trials with only partial results to support them. She was
asked to continue to play, while complaining about boredom until the 71st trial when she
stopped playing. During the game she was asked to say only the sentence upon choosing
the door, ptah de-let zo, meaning literally ’open door this’ (content: open this door), in
Hebrew. However, there are significant differences between her expressions during the
first 20 trials, before the interview and after the interview, in which that knowledge was
proved correct and her inferred confidence level increased, as can be seen in Table 8-
3. There is no significant difference between the inferred expressions before and after
starting to gamble intentionally on the ’bad’ doors towards the end, after 34 trials (the
text of the free speech utterances refers to boredom as the reason). The participant was
more joyful before the confirmation, less opposed and less confident. Table 8-3 shows
statistical results of both the designated phrase (open door) alone and with the free-text
sentences. There is a difference between the game directed speech and the free speech in
all the recognisable expressions. Another observation for this participant is the different
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types of laughter that could be distinguished by the inference machine. It was inferred
in utterances with and without verbal content. The two main types were joyful and a
combination of joyful and stressed.

Speech
content Events
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stressed
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th
in

k
in

g

Open
door

1-20 before
21-71 after

4.6
3.8

4.4
4.2

3.1
3.5

3.2
3.3

2.9
3.2

3.3
4.1

4.3
3.9

5.0
5.0

5.0
5.0

All
sppech
signals

1-20 before
21-71 after

4.2
4.0

3.8
3.8

2.6
3.3

4.0
3.4

3.6
3.3

3.6
4.2

4.4
4.1

4.9
5.2

5.0
4.8

Table 8-3: The participant suspected prior knowledge which was confirmed after the first 20 trials.

The examination of this participant’s interaction, combined with the different cues,
allowed deducting information about her prior knowledge which was not available before.
It demonstrates how multi-modal information can be used to improve understanding. It
also shows that non-verbal utterances can be analysed automatically.

Male 1

As can be seen in Table 8-1 Male 1 was the most expressive participant. He spoke a lot
to himself and laughed during a couple of intervals. Table 8-4 presents the reactions of
Male 1 to the gain of the last opened door (positive or negative). There are different
joyful reactions, one upon opening doors after a loss and after seeing current profit. The
second is expected. The first can be explained by laughter which started after observing
and digesting losses, as can be understood from the free text utterances. This laughter
lasted into the next open-door event. In addition, the expression of unsure increases after
temporary losses as well as for long term losses.

Participant Event Temporary gain

joy
fu

l

ab
sorb

ed

su
re

stressed

ex
cited

op
p
osed

in
terested

u
n
su

re

th
in

k
in

g

Male 1

Open
door

negative
positive

6.0
4.1

5.5
4.9

3.0
3.4

2.5
2.9

2.0
3.5

4.0
3.2

4.5
4.5

4.0
4.5

4.5
5.0

Close
door

negative
positive

2.8
3.7

3.5
2.8

1.8
2.6

5.4
5.1

4.2
4.0

3.9
4.2

4.1
4.0

5.8
5.0

4.5
4.5

Table 8-4: Male 1 reactions to positive and negative last door’s gain (above and below 0).
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Participant Event Chosen door
(’good’ or ’bad’)
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Male 1

Open
door

bad
good

4.2
4.0

4.8
5.2

3.4
3.3

3.0
2.7

3.5
3.2

3.1
3.4

4.1
5.0

4.7
4.2

5.1
4.9

Close
door

bad
good

3.9
3.1

2.6
3.5

2.4
2.8

5.2
5.0

4.3
3.5

4.4
3.9

4.1
3.9

5.0
5.3

4.2
5.0

Table 8-5: Male 1, Participant’s reactions to his own choice of door (good or bad doors).

Table 8-5 shows the influence of the participant’s own decision on his expressions, or
maybe the other way around, the mental state that may have influenced the decision. The
decision of which door to open happens in parallel to a significant change in the vocal
expression of interest that significantly decreases for ’bad’ doors. The reaction to the
decision result is slightly different from the reaction to the gain. ’Good’ doors encouraged
thinking and reduced the excitement and laughter.

These results can be also explained by the time factor, the total gain in this inter-
action was below zero for most of the game, from the 17th event until the end, which
means that the deterioration in interest and excitement levels can also be related to the
length of the game. The expression joyful increases after temporary losses. In this case
the participant started laughing after several temporary losses, which can be seen in the
video recordings of the interaction. These assumptions can be verified by examination of
behaviour over time as presented in Figure 8-5. This figure shows the participant’s ex-
pressions upon realising profit or loss (the sentence ’close door’). For better observability
the recognisable expressions are roughly arranged into groups: positive - joyful and sure
(orange), negative - unsure and stressed (grey), and neutral expressions that are related
to thinking and cognition - thinking, absorbed and interested (green). Opposed or disagree
is somewhat between the think and the negative groups. Again it can be seen that the
positive beginning changes fast to alternating intervals of thinking and uncertainty. The
confidence level (sure) that was high at the beginning went down later on. There are
several intervals in which the participant seems to be joyful, some of them are intermin-
gled with stress. He becomes more absorbed during the game although the interest level
fluctuates. In the middle of the interaction and towards the end, the joyful and intervals
of thinking, stressed and unsure become more dominant. Towards the end he started to
gamble on the right door, he thinks more and regains interest for a short while. In paral-
lel, although the participant said at the end of the game that he did not understand the
advantageous strategy, after the 83rd event he chose 14 ’advantageous’ doors (78%) vs. 4
’disadvantageous’ doors (22%). This is one of the game’s stages which was recognised in
the original IGT.
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Figure 8-5: Expressions vs. Gain, upon realising gain (profit or loss). Green -thinking, absorbed,
interested, Grey - Stressed, opposed, unsure, orange - joyful, sure.

In addition to these presentations of the expressions over time and in parallel to
game events and decisions, other multi-modal information can be derived. In this case
I demonstrate the relations between the game events and the behavioural cues which
consist of the delay before the next decision and mouse movement rate.

Figure 8-6 shows the delay in time units and the amount of mouse movement per time
unit vs. the total gain graph. The delay and mouse movements between event 20 and
21 are irrelevant, in this gap the participant was interviewed. The delay is on average
longer before choosing ’bad doors’, and when the total gain is below zero. The delay and
number of mouse movements increases after temporary loss. These observations proved
to be statistically significant.

Figure 8-6: Mouse movements and delay vs. Gain. After most major losses the mouse movements and
delays increase. The delay and mouse movements between event 20 and 21 were intentional, in this gap
the participant was interviewed.

8.3 Summary and discussion

This chapter shows examples of gradual changes among utterances during an interaction,
and the prosody parameters that create these changes. The proposed solution for an in-
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ference system should support both stand-alone expressions and utterances, and dynamic
changes and transitions. In general, it should allow the system to follow the multi-layer
structure of expressions in time during the course of an interaction.

This chapter presents statistical analysis of interactions of six participants from the
Doors database. This analysis shows significant differences in the inferred expressions
that correspond to game events and to participants’ choices. The direction of the changes
can be expected or at least reasonably explained in most cases.

Two conclusions can be drawn from these results:
It can be assumed that the inference is correct and can be used for interaction analysis.
It shows that the inference machine is general in the sense that it can infer both acted

expressions and naturally evoked subtle expressions in two different languages. This im-
plies that complex mental states and their acted and naturally evoked expressions are not
unique to a specific language or culture. They can be recognisable across cultures and lan-
guages. Therefore machines can be trained and used on sources from different languages.
However, the machine was trained on expression groups, rather than on nuances whose
definition and perception can change between languages and cultures. The existence of
these groups in most languages contributes to the reasonable results. It is not necessarily
true for every language, background or situation.

In addition to statistical analysis of events that occurred many times throughout the
interaction and the relations of expressions to specific physiological and behavioural cues,
the interaction analysis includes step-by-step observations of the expressions and analysis
of tendencies by averaging or smoothing of the inference results.

The inference machine recognised tendencies and subtle nuances of co-occurring ex-
pressions rather than one label of expression. It recognised changes also in the least
obvious and least recognised expressions, such as slight confidence level changes.

Several expressions and changes are related to significant physiological reactions (GSR)
and to the uttered text. These findings enhance the validity of the analysis. Such changes
can occur few times during an interaction and therefore statistical analysis is not suitable
for their interpretation.

Averaging or smoothing the inference results reveals relatively long-term tendencies.
These tendencies can often be associated with other events and cues.

The different analysis methods contribute to better understanding of the participants’
mental states, behaviour and text. From this information further information can be
deduced for example regarding the participants’ knowledge and even gender.

This chapter presents a few examples that demonstrate the advantages of using multi-
modal information, including the relation between behavioural cues such as mouse move-
ments and delay in reaction to mental states, physiological cues and vocal correlates, and
between vocal correlates, events and decisions. The conclusion is that inference can be
improved by drawing on multiple sources.
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Chapter 9

Summary and conclusions

This chapter presents a summary of the dissertation, its principal contributions and di-
rections for future work.

9.1 Summary

With the increasing integration of computers and computer interfaces in our lives, arises
the need of computers to be able to recognise and respond to human communication and
behavioural cues of emotions and mental states. Furthermore, the expressions in speech
are as meaningful as the verbal content and their inference and analysis may enhance the
performance of speech and natural language technologies.

This dissertation addresses the problem of automated inference of complex mental
states from expressions in speech. In particular, the expressions that relate to the affective
and cognitive states of the mind that are not part of the basic emotions set. This is
a challenging endeavour because of the uncertainty inherent in the inference of hidden
mental states from behavioural cues, because the automated analysis of expressions in
speech is an open signal processing problem, and because there is a lack of knowledge and
agreement about the vocal cues composition of complex mental states.

This dissertation presents a framework for the design and implementation of auto-
mated inference (and synthesis) of mental states from vocal expressions. This framework
is based on the dynamic nature of expressions during an interaction. The dissertation
examines and defines new vocal features for the characterisation of expressions. It then
describes an inference system that takes into consideration that different vocal features
characterise different expressions and the existence of expression mixtures. The implemen-
tation of this system is by combination of pair-wise machines. These machines are based
on two different classification algorithms. This approach to implementation contributes
to the flexibility and expandability of the inference system. It allows it to integrate addi-
tional machines that incorporate additional expressions from other training databases and
other recording setups, new speakers and different classification methods. The inference
machine performs well in tests and can characterise and distinguish between expressions
beyond the recognisable expression set, the set of expressions that it was trained to recog-
nise.

The approach to inference in this dissertation is from a wide scope that includes
the analysis of the relations between expressions. The dissertation demonstrates the
application of the automatic inference to expression mapping and to multi-modal inter-
action analysis. For this analysis two complementing databases are used, MindReading
and Doors. The Doors database was defined and recorded as part this research. These
databases represent a large variety of acted and naturally evoked expressions and nu-
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ances of expressions, in a stand-alone manner and as part of an HCI interaction, in two
languages, Hebrew and English. The ability of the inference machine to give reasonable
results on such diverse data is evidence to its generality and robustness

The fact that complex mental states were automatically inferred in a language that is
different from the language that was used for training suggests that the vocal correlates
of complex mental states are not unique to one language. This result may advance the
field of expression analysis, can facilitate the implementation of inference and synthesis
systems and widen their scope. It may also enhance their economical validity.

The analysis of expressions in a context, as part of an interaction, enhances the under-
standing of the mental state of the speaker. The multi-modal analysis further enhances
this understanding. The dissertation presents the analysis of human-computer inter-
actions from the Doors database. This analysis demonstrates the dynamic natures of
expressions and the relations between the inferred expressions, events, behavioural and
physiological cues. The interaction analysis is a step towards the integration of the in-
ference of expressions from speech with human-computer interfaces, with other speech
technologies and with dialogue systems.

Expression mapping refers to the analysis and presentation of the relations between
lexical concepts, the relations between behavioural expressions and the relations between
concepts and expressions, or between meaning and its behavioural expression. The infer-
ence machine was used to examine the vocal correlates of the MindReading taxonomy,
using the MindReading database. It inferred expression combinations that agree with the
lexical definitions of the analysed concepts and with the meanings of the concept groups
that are defined by the taxonomy.

Another mapping method was examined. This method is based on a new approach
to expression mapping that uses only the recognisable expression set, a small sub-set of
concepts and their related vocal characteristics, for mapping the relations between ex-
pressions and concepts. This method reveals additional connections between expressions
and concepts. The two mapping techniques reveal various properties of concepts, their
expressions and their interpretation by actors. They reveal the connection between mean-
ing and behavioural expressions. The ability of an automated inference system to discern
meaning is of extreme importance.

This research is innovative in its approach to the problem and to the implementation
of the solution. It therefore presents an important step towards the integration of social
and behavioural cues in a large variety of automated systems and user interfaces. It may
contribute to speech technologies and to research in other fields.

The next sections summarise the principle contributions of this research and present
directions for future work.

9.2 Contributions

The contributions of the dissertation are in its approach to analysis of expressions in
speech, in the manner of implementation and in the resulting conclusions. The principal
contributions are:

• The introduction of a framework for automatic expression recognition and analysis.
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• The definition and recording of a database for multi-modal analysis of naturally
evoked expressions.

• The definition of new vocal features, new temporal metrics and extraction algorithms
for the characterisation of expressions.

• An implementation of an automatic inference system which is based on the approach
that different sets of vocal features distinguish between different expressions.

• A computational model that is flexible and expandable to new speakers, expressions,
languages, environments and features.

• Automatic inference of expressions from non-verbal speech that encompasses a wide
variety of expressions of emotions and complex mental states, expression mixture
and subtle nuances of expression. These expressions are beyond the set of basic
emotions.

• Automatic inference and multi-modal analysis of expressions during a human-computer
interaction. This expressions change dynamically in an asynchronous manner through-
out the interaction.

• Two new methods of expression mapping using a small sub-set of mental state
concepts (not basic emotions) and their vocal correlates.

• An analysis of expression characteristics and of the relations between vocal expres-
sion and meaning.

• An investigation of the generality of complex mental states across languages and
cultures, in this case English and Hebrew.

• An algorithm and framework for inference of co-occurring classes
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9.3 Future work

Future work can be carried in various directions. These directions relate both to enhance-
ment of the system itself and to its applications. The main directions are:

Extension of the system

• Extend the scope of the system to fully automatic analysis of interactions, and to
dialogue systems.

• Enable real-time processing. This phase is in process and requires mostly new
implementation of an extraction algorithm for the pitch.

• Extend the scope of the system to new speakers in real-time. The suggested al-
gorithm mimics human behaviour. It includes learning from known speakers with
similar vocal properties at the beginning, and fine tuning to the new speaker through
interactions.

• Improve the mapping capabilities of the system. It can be done by adding recognis-
able expressions, using finer expression definitions, and by introducing the definition
of distances.

• Explore the suitability of the system to other languages and situations.

Applications

• Support automatic inference from more modalities and context cues to improve the
recognition power of the system. In Sobol-Shikler et al. [1] we draw attention to
the various issues inherent in building a multi-modal system for the recognition of
a range of user mental states. Integrating different modalities in the computational
model of mind-reading poses many research challenges with respect to building
sensors and classifiers of the individual modalities, and developing a coherent model
that integrates these modalities efficiently.

• Extend the scope of the findings to other speech technologies, especially to expres-
sion synthesis. An example is the Affect Editor, a tool for editing expressions of
recorded and synthesised speech [2].

• Apply the inference system and the mapping to various applications. Specific ap-
plication areas include assistive technologies, learning, security, e-commerce, the
entertainment and the automobile industries. Other applications in mainstream
(horizontal) computing domains include computer-mediated communication, ubiq-
uitous computing and wearable devices.

• Apply the new features to other speech technologies.

Other applications can be to research in other disciplines such as linguistics, especially
in the field of pragmatics and psychology.
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Glossary

Notation Description

Affective computing A branch of artificial intelligence that deals with the
design of devices which can process emotions, includ-
ing emotion recognition, analysis and synthesis.

Asperger syndrome A condition on the autistic spectrum. It is typically
characterised by issues with social and communication
skills. Also referred to as high-functioning autism

Basic emotions Emotions that have distinct and universal expressions,
such as happiness, sadness, anger, surprise, fear and
disgust.

Behavioural cues Parameters of human behaviour that contribute to
the expression of mental states. Include speech, vocal
cues, facial expressions, gestures, posture, decisions
and more.

Blind clustering Unsupervised learning. Dividing unknown and unla-
belled data samples into clusters.

BVP Blood volume at the periphery. Measurement of blood
volume at the finger tip using non-invasive optical
techniques.

C4.5 A decision tree based classification algorithm

CAM Battery A battery of tasks, testing recognition of 20 complex
emotions and mental states from faces and voices.

Classification Supervised learning. A statistical procedure or sys-
tem in which individual items are placed into classes
or groups based on quantitative information (metrics)
inherent in the items. It is based on a training set of
previously labeled items, i.e. in the training stage
(preparation) of the system each item has a class la-
bel.

Cognitive mental state Mental states that refer to knowledge and to cognitive
processes such as thinking, interest and concentration

Complex Mental States Mental states that are not part of the basic emotion
set
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Notation Description

Concept groups Categories of mental states. It refers to 24 groups
or categories of mental states, as defined by the Min-
dReading taxonomy.

Concepts, Mental States concepts The lexical definition and meaning of mental states.
Generally, a concept is typically associated with a cor-
responding representation in language that denotes all
of the objects in a given category or class of entities,
and the relationships between them. Concepts are ab-
stract in that they omit the differences between the
entities, treating them as if they were identical.

Conceptualisation Attempts to explain how knowledge is represented, or
how objects are recognised, differentiated and under-
stood and the relations between them.

Dialogue acts Discourse structures, such as statement, acknowledge-
ment, question and answer, turn taking and more.

Doors A multi-modal database that was defined and
recorded as part of this research. It includes record-
ings of 15 volunteers during a computer game with
intervals of interviews. It consists of video recordings
of facial expressions, audio recordings with and with-
out controlled text in Hebrew. The controlled text
includes 2 sentences repeated 100 times by each par-
ticipant. In addition it includes recordings of GSR,
BVP, ECG, mouse movements, reaction delays and
game events. It provides naturally evoked expressions
and is unlabelled.

ECG An electrocardiogram -a graphic representation of the
electrical activity measurement of the heart over time.

Energy The intensity of the speech signal as it changes over
time. It is expressed as X2, when X is the amplitude
of the speech signal sample (which is related to the
pressure of the speech signal).

Expression mapping The presentation and conceptualisation of mental
states, the relation between them and the relations
between them and their expressions.

Expression mixture Expressions that co-occur simultaneously
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Notation Description

Expressions The behavioural characteristics, the outer represen-
tation or display of emotions, mental states, moods,
attitudes, physiological states, cultural display rules,
dialogue acts and the like. This work refers mostly to
vocal expressions, as revealed by vocal features such
as intonation.

Fundamental frequency, f0 The rate of the vocal fold vibrations. It depends on
the size and tension of the vocal fold at any given time.
It changes up and down in response to factors relating
to stress, emotions and intonations. Its modulation by
the speaker creates the intonation.

Generalisation A system’s performance when trained on one corpus
of data and tested on a different one.

GSR Galvanic skin response, measurements of the skin con-
ductivity which is changed by changes in skin humid-
ity, as a result of stress, arousal and the like. It is
used for example in lie detectors.

Harmonic intervals Pure tones with relatively small ration between them
and the fundamental frequency, such as 3:2 and 4:3.

Harmonic properties The relations between the fundamental frequency and
other frequencies and the effects these combinations
create in the sound.

HCI Human-computer interaction

Human-mediated communication Human-computer-human communication, human-
human communication through or with the help of
computers.

IGT Iowa gambling test. It is a card game which is ex-
tensively used for psychology research, it intends to
elicit emotions and monitor decision making. In this
game, the participants have to choose one card of four
stacks of cards repeatedly 100 times. Each stack has
different gain expectancy unknown to the participant.
The goal of the participant is to maximise the gain.

Inference The act or process of deriving a conclusion based
solely on what one already knows. Here it refers to
the automatic inference of mental states from their
expressions in speech.
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Notation Description

Interaction Sustained interaction. The interaction can be with
other people, with a computer or machine, or even
with oneself.

Labelling Associating names, labels or descriptions with the
recorded expressions

Mental states States of mind that people experience, exhibit, express
and attribute to each other. It is a general term that
refers to emotions, cognitive states, intentions, beliefs,
desires, moods, focus of attention and the like. The
top-most level of the computational model.

MindReading Database (DVD) An interactive guide to emotions that includes a com-
prehensive voice and video collection of mental state
enactments.

MindReading taxonomy Hierarchical conceptualisation method, which aims to
represent mental states and emotions according to
their meaning into 24 concept or meaning groups.

Multi-modal analysis Analysis that involves comparison to various different
cues. Multi-modal analysis of mental states and their
expressions consists of comparison to additional be-
havioural cues, physiological cues, verbal cues (text)
and context.

Naturally evoked expressions Expressions of emotions and mental states that are
not acted, but rather evoked due to the speaker’s men-
tal state.

Non-verbal expressions Expressions that are exhibited by through behavioural
cues other than text and language

Pair-wise machines Classification method of multiple classes, that uses
comparisons between every two classes independently.

Paralinguistic The non-verbal elements of communication used to
modify meaning and convey emotion , through pitch,
volume, intonation and the like.

Parsing Dividing a sentence to units such as voiced, unvoiced
and silence

Physiological cues Measurable bodily changes that indicate mental
states, such as GSR, BVP, ECG.
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Notation Description

Pitch The perceptual correlate of the fundamental fre-
quency, or how people hear and perceive the sound
created by the vibrations of the vocal fold. The term is
often used instead of the term fundamental frequency.

Prosody, prosodic features Features that influence the expressive uses of speech,
derived from the production mechanism of speech and
voice. They are related to changes in the breathing
muscles and the vocal fold, and to shaping factors of
the vocal tract, i.e. movements of the velum (soft
palate), tongue, teeth, jaw and lips. Prosodic fea-
tures include: fundamental frequency, intensity, spec-
tral content, their durations and magnitude.

Psycho-acoustic tests Psychological tests in which people are asked to assess
certain features of sounds, music, speech and modified
speech signals.

Recognisable expressions The underlying taxonomy. A set of (nine) expressions
that the inference machine was trained to recognise.
Each of these expressions consists of a group of men-
tal state nuances and their related vocal expressions.
Their combinations describe a large variety of com-
plex mental state expressions.

Sampling rate The recording rate of the speech signal. The unit is
Hertz - the number of samples that are recorded in a
second. It defines the time intervals between samples.

Secondary metrics Metrics that are derived from the vocal features. The
second stage of processing. Include statistical metrics
and temporal metrics. The statistical metrics include
characteristics of the vocal features over the whole
utterance, such as mean, standard deviation, range,
median, minimum and maximum values. The tempo-
ral metrics include time related characteristics such
as the durations of different speech parts within the
utterance, including voiced, unvoiced and silence.

Segmentation Detecting speech and vocal utterances in the raw
recorded sound track and distinguishing them from
other sounds.

Silence Parts of the sentence in which there is no energy (no
speech signal).
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Notation Description

Spectral content The spread of energy across different frequency bands.
The signal consists of a mixture of frequencies. Spec-
tral content describes how much of the signal is lo-
cated around different frequencies or tones.

Speech acts Actions that are performed by the speech itself and di-
rectly or indirectly related to the content or text, such
as labeling, repeating, answering, requesting (action
or answer) , greeting, protesting, practicing, apologiz-
ing, describing and the like.

Speech segments Sentences, utterances

Speech signal The digital representation of the recorded speech or
voice. It comprises a series of samples of the ampli-
tude of the signal that are recorded at identical time
intervals.

Statistical metrics Statistical parameters, such as mean and standard de-
viation that describe the behaviour of the vocal fea-
ture over the whole utterance

SVM Support vector machines. Classification algorithms
that define hyperplane on which the distance between
the samples of two classes is maximised.

Synthesis Artificial generation of speech.

Taxonomy Classification into categories and the principles un-
derlying the classification. It also represents relations
scheme such as hierarchical relations.

Temporal metrics Metrics that are derived from time related properties
of the vocal features.

Unvoiced A sound in which the vocal fold does not vibrate. The
fundamental frequency is zero, but there is sound and
therefore energy.

Utterance Something said or emitted as a vocal sound. In this
work it refers mostly to a sentence.

Vocal cues, vocal features The basic characteristics of expressions in the voice or
speech. They are extracted directly from the speech
signal by means of signal processing, i.e. mathemat-
ical processing of the digital representation of the
recorded speech signal.

Voiced A sound in which the vocal fold vibrates, the funda-
mental frequency is not zero.
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Notation Description

Voting algorithm A method of decision making, selecting one or mul-
tiple winners from among candidates using a certain
criteria of preference.


