EXERCISE
What'’s the cdf for this random variable?

¥ X
def rx(u,v,w,p):
# preconditions: u < v <w, and 9 < p <1
k = np.random.choice(["left","right"1, [p,1-p1)
if k == "left":
return np.random.uniform(u,v)
else:
return np.random.uniform(v,w) X
left with prob. p
LetK =1 . :
{H?ht ]w1t}; prob. lf—p y y X —'ﬁi
Ulu,v if K = left B
Letx ~ {U[v, w] ifK = right L left right
P(X < x) = P(X < x|K = left) Xx P(K = left) + P(X < x|K = right) x P(K = right) by the Law of Total Probability
=pPUuv] <x)+ (A —p) PU[r,w]<x) = [ ifx<u O
fu<x<v: pP° 1‘:1 + -9 >0 Nefe: ot z =V, bsth

xi-V bheje capes ogreL,
ifr<x<w: f" + (‘-P)w—\/ W(?(ﬁ'v)’?-
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Wikipedia: Uniform distribution

Cumulative distribution function
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Bespoke probability distributions

random likelihood
variable function
notation (pdf)
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Our goal:
to find the best distribution we can to fit this dataset.
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|A Probability lecture 10
Empirical cumulative distribution functions

Empirical Distribution Functions (Example 1/2) Empirical Distribution Functions (Example 2/2)

—— Example 1

Consider throwing an unbiased dice 8 times, and let the realisation be:
(X4, xg) =(4,1,5,3,1,6.4,1).

What is the Empirical Distribution Function Fg(a)?

Fig. 17.1. Empirical distribution functions of normal samples.

Source: Modern Introduction fo Statistics

Figure: Empirical Distribution Functions of samples from a Normal Distribution A'(5, 4)
(n = 20 left, n = 200 right)

Intro to Probability Introduction 5 Intra ta Probability Introduction




ECDF

Given a dataset of numerical values
[x1, X5, ..., X, ], the empirical cumulative
distribution function or ecdf is

A 1 (how many datapoints)
there are < x

v

X =

F =
plt

[...]
np.arange(1, len(x)+1) / len(x)

.plot(np.sort(x), F, drawstyle='steps-post')



What if there are repeated values in the dataset, e.g.

x = [0.8, 0.8, 1.3]

F(x)

T - x = [...]

| F = np.arange(1, len(x)+1) / len(x)
plt.plot(np.sort(x), F, drawstyle='steps-post')

i\

(This code will plot an extra point at (0.8, 1/3), but who cares?
The plot s still correct.)

v
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But can | find a better-fitting distribution?

fitted
Gaussian mixture
model



pdf

Can | generate a random variable with this pdf?
= |s this even a valid pdf?

ecdf

Can | generate a random variable with this cdf?

it starts at 0, goes to |,

: , , , ' and is non—decreasing.
Il R wi

0 10000 20000 30000 40000
galaxy speed [km/s]

But can | find a better-fitting distribution?

It's certainly a valid cdf:



def rx(u,v,w,p):
k = np.random.choice(["left","right"1, [p,1-p1)
if k == "left":
return np.random.uniform(u,v)
else:
> X return np.random.uniform(v,w)

. ue, Vi J
dﬁ/V«ﬂMLS‘" [ue

def rx(uq,u,,v;,0,5):
# pick either left or right, with equal probability
k = np.random.choice(["left","right"])

if k = "left":
return np.random.uniform(uy,u,)
else:

return np.random.uniform(vy,v,)



cdf(x)
1
1/2
> X
E xlj:5 xzj:5
[x1 —6,x1 + 8] [x3 — 8, x5 + 6]
cdf(x)
1 _
1/2 h:
I . X
X1 X2

def rX(xl,xz,S):
k = np.random.choice(["left","right"])

if k == "left":
return np.random.uniform(x; —&,x; +6)
else:

return np.random.uniform(x, —&,x, +6)

def rx(xq,5):
k = ngd. m.choice(["left","right"])

ne- rawndoem.chot'w ( C><,, xzj)




ecdf(x)

Z/n _: Recall the empirical distribution for a

dataset X = (xq, Xy, ..., X,,):

1/ n h: 1
| ecdf(x) = - (#points < x)
| smallest 2nd X
smallest
cdf(x)

To generate a random variable X whose cdf

%/n O matches exactly this step function:

def rxhat([xq,.,x,]):

1 : 1, n

/n ‘— return np.random.choice([xy, ..., X]) Qs if
| \ 15 !

smallest 2nd i
smallest P e




The empirical distribution

Given a dataset |xq, x5, ..., X, |
let X be the random variable obtained

by picking one of the x; at random.
(This is a discrete random variable.)

We say this random variable has the
empirical distribution of the dataset.

§7.3

*——— The ecdf only applies to real-valued random

variables, whereas this definition makes
sense for any type of data (text, images, etc.)

Instead of saying “the cdf of X matches the
ecdf of the data”, we can say

P(R€A)==3L, 1yea

Eh(X) ==, h(x;)



FRANCIS BACON BaronVerilam

\,.’,I | \’ 'I\”\.':H‘.
<
I\
i
V§7“
N ' \{-
_,Jﬂ! ‘t

a dream of our own 1magination for

a pattern of the world.”
Francis Bacon, 1561-1626
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= Empirical modelling
The empirical distribution is a
perfect fit for a dataset. Why
bother fitting a parametric
probability model?

§7.3



§7.3

Monte Carlo

Let [x4, ..., X,] be sampled from a random variable X.
For any real-valued readout function A,

n
E h(X) z%z h(x;) = E h(X) = Empirical calculations
i=1 Don’t bother doing maths with
a tricky random variable X,
just take a sample and use its
empirical distribution X!




The challenge of induction

induction = inferring general truths from finite data

o

CRONoJC!

| tossed four coins and got one head.
What is it reasonable to infer about the probability of heads (call it 8)?

“ThefMaximum likelihood estimatopris 6 =/25%,
this the true probahility of heads jis 25%"

(hence if | tossed millions more,cains that’s the fraction ofsheads I'd see)

un justified!

Arweknoew.for certainisthat 0 < 0.<1" (o gical, but vseless!

Let it be random with prior distribution ©~U[0,1].  justifiable, veeful
Then P(O € [3%, 72%] | data) = 95% sub jective.

J

?77?



| saw X=1, Let me

go figure out how
likely is each
possible
explanation ©=6.

Bayes’s rule:
Prg(0|x) = k Prg(8) Pry(x|0 = 0)

| saw x=1, =I/y,

IN THIS REALITY.
What was 0 in other
dimensions of the

moultiverse?



Frequentism

I’'m not so bothered about knowing
whether 8 € [1o, hi] in this
universe.

I’'m interested in the frequency with

which 8 € [lo, hi] across the
multiverse.

How might | simulate the multiverse?



Increase: 2.58°C/century
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1990 1995 2000 2005

| see temperatures rising
by #=2.58°C / century, in
this reality.

What are the
valves in other
parallel universes?

2010 2015 2020 2025 2030

Climate confidence challenge.

Find a 95% confidence interval for y,

for Cambridge from 1985 to the present.
(It’s your choice how to simulate the
multiverse.)

Please submit your answer on Moodle
by Monday 6 November




Given a dataset x,
1. Decide on a readout function t(x)

2.  “Simulate a multiverse of datasets.”

®» Fit a model for the dataset

= Let X be a random synthetic dataset,
generated from the fitted model

= Simulate many synthetic datasets

3. Compute t for each dataset, : . :
e rpeport the spread of t Two-sided 95% confidence interval
for example with a histogram . 57 .
257 ‘ 2:57 |np.quantile(tsamples, [.025, .975])
1 2 ' 3 4 | s 6

or a confidence interval

One-sided 95% confidence interval

np.quantile(tsamples, [0,.95])




Example.
We are given a dataset

x =[4.3,5.1,6.1,6.8,7.4,8.8,9.9]
which'we decide t6'model asfidependefitsamples This prob(em 19 over—spec:fied. It m:ght as well jue»t Say

2 . . . A p .
from N'{#, 07, Find a 95% Confidentee’intervalfor 4. ‘Find a 95% confidence interval for the mean of the dataset.’

# 1. Define a readout statistic

def t(x): return np.mean(x) since the MLE {i is just the sample mean
# 2. To generate a synthetic dataset ... i.e. to simulate what the dataset might have been, we can
def rx_star(): simply sample n values from the empirical distribution

return np.random.choice(x, size=len(x))  (whichis a perfect fit to the data)

# 3. Sample the readout statistic, and report its spread
t_ = [t(rx_star()) for _ in range(10000)]
lo,hi = np.quantile(t_, [.025, .975])



Example 9.2.1.
We are given a dataset
x =[4.3,5.1,6.1,6.8,7.4,8.8,9.9]
which we decide to model as independent samples
from N(u, 0%). Find a 95% confidence interval for fi.

# 1. Define a readout statistic
def t(x): return np.mean(x)

# 2. To generate a synthetic dataset ..
i.e. to simulate what the dataset might have been, we can fit

phat = np.mean(x)
the probability model N(u,52), then sample n valves from it

chat = np.sqgrt(np.mean((x-uhat)**2))
def rx_star():

return np.random.normal (loc=phat, scale=chat, size=len(x))

# 3. Sample the readout statistic, and report 1ts spread
t_ = [t(rx_star()) for _ in range(10000)]
lo,hi = np.quantile(t_, [.025, .975])



Confidence intervals all the data

via parametric resampling all the parameters

Given a dataset x
and a parametric probability model Pr(xf 8

1. Decide on a readout function t(x)

7”7

2.  “Simulate a multiverse of datasets.
= Fit this model, i.e. estimate 8

= Let X* be a random synthetic dataset,
generated from the fitted model

= Simulate many synthetic datasets

3. Compute t for each dataset,
and report the spread of t

for example with a histogram
or a confidence interval



Parametric resampling

20 A
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Increase: 2.58°C/century

T
1995

2000 2005

| see temperatures rising
by #=2.58°C / century, in
this reality.

What are the
valves in other
parallel universes?

How might |
simulate the
multiverse?

2015 2020 2025

The model we fitted:
Temp; ~ « sin(Zn(ti + gb)) +c+yt; + N(0,0%)

Simple way to simulate a new dataset:

Fit &, ¢, 7, 0 from the observed data, then generate n
new datapoints Temp;, i = 1, ..., n, by

Temp; ~ @ sin (Zn(ti + q3)) + ¢+ 7t; + N(0,62)

2030



Exercise 9.2.3 (Comparing groups).

We are given data x = [x, ..., X, ] which we believe is N(u, 02)
and further data y = [y, ..., ¥,,] which we believe is N(u + &,52).
Find a 95% confidence interval for §.

The MLEs for , 5,0 are what you calculated in Example Sheet | question 5:

Qy O

I
§‘<|><

— X

x =[4.3, 5.1, 6.1, 6.8, 7.4, 8.8, 9.9]
y = [8.3, 8.5, 8.9]
m,n = len(x), len(y)

# 1. Define the readout statistic
def t(x,y): return np.mean(y) - np.mean(x)

# 2. To generate a synthetic dataset ...
fi,6 = np.mean(x), np.mean(y) - np.mean(x)
& = np.sqrt((np.sum((x-f)**2 + np.sum((y-f-6)**2))/(m+n))
def rxy_star():
return (np.random.normal(loc=fi, scale=G, size=m),
np.random.normal(loc=fi + §, scale=§, size=n))

# 3. Sample the readout statistic, and report its spread
t_ = [t(xrx_star()) for _ in range(10000)]

There is only ever ONE dataset,
consisting of ALL the observations.

Pr(xl, v Xy Y1 0 Yn s W 0, 0') — c

To simulate it, we need to estimate
ALL the unknown parameters.

lo,hi = np.quantile(t_, [.025, .975])
plt.hist(t_)




L)

1)

L)

L)

This resampling approach requires us to
simulate the multiverse.

Which is better, parametric resampling
or resampling from the empirical distribution?

Simulating the multiverse is modelling, not
maths. There is no right answer. We just
have to invent something we can argue is
plausible.

We can’t possibly deduce “what might have
been” from “what was”.

Why is our mirror image flipped
left—right, and not up—down?

Wiliy S
'
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