
Do I trust this finding?
❖ Proportionate to what?
❖ Is it cherry picking?
❖ Why the scare quotes?



Log of England+Wales stop-and-search incidents, from the UK home office https://data.police.uk/

force Date LatLng Object of search Gender Age range Officer-defined 
ethnicity

Outcome

cambridgeshire
2023-08-31
15:44:04+00:00

(52.43,-0.142) Controlled drugs
A no further action 
disposal

cambridgeshire
2023-08-31
15:35:41+00:00

(52.43,-0.142) Firearms Male 25-34 White
Khat or Cannabis 
warning

cambridgeshire
2023-08-31
14:44:04+00:00

(52.43,-0.142) Firearms Male 25-34 White
Khat or Cannabis 
warning

cambridgeshire
2023-08-31
03:44:14+00:00

(52.58,-0.244) Offensive weapons Male Other
A no further action 
disposal

cambridgeshire
2023-08-31
02:34:16+00:00

(52.59,-0.247) Controlled drugs Male 25-34 White Arrest

cambridgeshire
2023-08-31
02:27:10+00:00

(52.21,0.124) Controlled drugs Male 18-24 White
A no further action 
disposal

cambridgeshire
2023-08-30
22:28:13+00:00

(52.45,-0.117) Controlled drugs Female over 34 White
A no further action 
disposal

cambridgeshire
2023-08-30
20:24:13+00:00

(52.32,-0.0708) Controlled drugs Male 10-17 White
Summons / charged 
by post

cambridgeshire
2023-08-30
14:26:58+00:00

(52.57,-0.24) Controlled drugs Male over 34 Asian
A no further action 
disposal

cambridgeshire
2023-08-30
14:13:45+00:00

(52.57,-0.24) Controlled drugs Male 25-34 Black Arrest



In a dataset of police stop-and-search records, is 
there evidence of ethnic bias? What about 
gender bias? If so, do these biases intersect, or 
is the net bias simply additive?

data
science

ML
building 
models 

from data

Science mindset
We have questions in 
mind, and we can answer 
them by looking at our 
model’s parameters

ML mindset
We just want to make 
good predictions, we 
don’t care about the 
parameters

I can predict exactly what will happen to a 
person when they’re stopped by the police!

Just tell me their gender. And ethnicity.
And location. And whether they’re left or right 
handed. And whether they have a pet cat or a 
dog. And what their pet is called. …

What was the 
question again?



Can I set up a model with 
a parameter that 
measures the quantity 
I’m interested in?



Let 𝑦𝑖  be the response in row 𝑖,   𝑦𝑖 = ቊ
1
0

if the police found something
if the police found nothing

The average response in ethnic group 𝑘 is 
avg 𝑦

for ethnicity 𝑘 =
σ𝑖:eth 𝑖=𝑘 𝑦𝑖

𝑖: eth 𝑖 = 𝑘
=

#finds

#stops
= ℙ(find something)

Let’s fit the model 𝑦𝑖 ≈ 𝛼 + 𝛽eth𝑖

If 𝛽𝑘 < 0, that means ℙ(find something) is low compared to other ethnic groups, 
i.e. the police are stopping relatively more innocent people. 

We know how to compare groups!

i.e. ℙ find something ≈ 𝛼 + 𝛽𝑘 for a person in ethnic group 𝑘



1
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4
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6
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ethnicity_levels = np.unique(eth)
eth_onehot = [np.where(eth==k,1,0) for k in ethnicity_levels]

model = sklearn.linear_model.LinearRegression()
model.fit(np.column_stack(eth_onehot), y)
α,βs = model.intercept_, model.coef_

print(f'α = {α}')
for k,β in zip(ethnicity_levels, βs):
    print(f'β[{k}] = {β}')

Let’s fit a model using officer-defined ethnicity as the predictor,
 𝑦 ≈ 𝛼 + 𝛽eth

Writing it as a linear model with one-hot coding,
 𝑦 ≈ 𝛼 + 𝛽As1eth=As + 𝛽Bl1eth=Bl + 𝛽Mi1eth=Mi + 𝛽Oth1eth=Oth + 𝛽Wh1eth=Wh

Asian Black Mixed Other White

α = -34037792910.00365
β[Asian] = 34037792910.26522
β[Black] = 34037792910.265717
β[Mixed] = 34037792910.2939
β[Other] = 34037792910.26049
β[White] = 34037792910.261383!



§2.5 The geometry of linear models

NST Maths A, Michaelmas NST Maths B, Michaelmas

NST Maths B, EasterNST Maths A, Easter



The subspace spanned by a collection of vectors 𝑒1, … , 𝑒𝐾  
is the set of all linear combinations

𝒮 = 𝜆1𝑒1 + ⋯ + 𝜆𝐾𝑒𝐾 ∶ 𝜆𝑘 ∈ ℝ for all 𝑘

The vectors are linearly dependent 
if at least one of the 𝑒𝑘 can be written as a linear combination of the others, 
i.e. there is some set of real numbers 𝜆1, … , 𝜆𝐾  not all equal to zero such that

𝜆1𝑒1 + ⋯ + 𝜆𝐾𝑒𝐾 = 0

If not, they are linearly independent, and
𝜆1𝑒1 + ⋯ + 𝜆𝐾𝑒𝐾 = 0 ⇒  𝜆1 = ⋯ = 𝜆𝐾 = 0

np.linalg.matrix_rank(np.column_stack([𝑒1, … , 𝑒𝐾]))  is

= 𝐾 if linearly independent

< 𝐾 if linearly dependent

§2.5



0 𝑒1

𝑒2

෤𝑦

The subspace spanned by {𝑒1, 𝑒2} is ℝ2

Any ෤𝑦 ∈ ℝ2 can be written as a linear 
combination of 𝑒1 and 𝑒2

❖ by eye, ෤𝑦 = 2.5𝑒1 − 0.3𝑒2

§2.5



Are {𝑒1, 𝑒2, 𝑒3, 𝑒4} linearly independent?

The subspace spanned by {𝑒1, 𝑒2, 𝑒3, 𝑒4} is ℝ3

If we discarded 𝑒2 …
Are 𝑒1, 𝑒3, 𝑒4  linearly independent? What’s the span?

If we discarded 𝑒1 …
Are 𝑒2, 𝑒3, 𝑒4  linearly independent? What’s the span?

§2.5



Exercise 2.5.2
Are the following five vectors 
linearly independent? If not, find a 
subset that is.

𝑒1 = 1,1,1,1
𝑒2 = 0,1,1,0
𝑒3 = 1,0,0,1
𝑒4 = 1,1,1,0
𝑒5 = [0,0,0,1]

§2.5



0 𝑒1

𝑒2

𝑦

෤𝑦

𝒮

𝜀

GEOMETRY

Let 𝒮 be the span of {𝑒1, … , 𝑒𝐾}.

What's the closest we can get to 𝑦, while staying in 𝒮?

LINEAR MODELLING / LEAST SQUARES ESTIMATION

Given features {𝑒1, … , 𝑒𝐾} let's approximate 𝑦 ≈ 𝛽1𝑒1 + ⋯ + 𝛽𝐾𝑒𝐾.

What parameters give us the best approximation?

The span of {𝑒1, … , 𝑒𝐾} 
is called the feature 
space

§2.5



0 𝑒1

𝑒2

𝑦

෤𝑦

𝒮

𝜀

GEOMETRY

Q. Is there a unique way to write ෤𝑦 as a linear combination of 𝑒1, … , 𝑒𝐾 ?

A. If they are linearly independent, yes. If they’re not linearly independent, maybe not.

LINEAR MODELLING / LEAST SQUARES ESTIMATION

Q. When we run least squares estimation, does it always return the same parameter estimates?

A. If the features are NOT linearly independent, different runs might give different parameters

(and if some other data scientist reports different parameter estimates, our audience will be confused!)

Geometric intuition can help us understand what 
Least Squares Estimation is doing …
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▪ Write out the predicted response for a few 
typical / representative datapoints. 
This helps see what the parameters mean.

▪ Write out the features.
If two models have different features but the same 
feature space, then (once fitted) they make the same 
predictions on the dataset.

▪ Check if the features are linearly dependent.
If so, the parameters have no intrinsic meaning.
We say the features are confounded, and the 
parameters are non-identifiable.

§2.6 Interpreting parameters



§2.6

EXERCISE. Write out the predicted response for a few typical / representative datapoints.

These three models yielded very different estimates for 𝛼. Why?

Model 0: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t  ⇒   ො𝛼 = 10.6 °C
Model A: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t + 𝛾 t ⇒   ො𝛼 = −60.2 °C
Model B: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t + 𝛾 (t−2000) ⇒   ො𝛼 = 10.5 °C



§2.6

EXERCISE. Write out the features.

These three models yielded very different estimates for 𝛼. Why?

Model 0: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t  ⇒   ො𝛼 = 10.6 °C
Model A: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t + 𝛾 t ⇒   ො𝛼 = −60.2 °C
Model B: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t + 𝛾 (t−2000) ⇒   ො𝛼 = 10.5 °C



§2.6

These three models yielded very different estimates for 𝛼. Why?

Model 0: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t  ⇒   ො𝛼 = 10.6 °C
Model A: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t + 𝛾 t ⇒   ො𝛼 = −60.2 °C
Model B: temp ≈ 𝛼 1 + 𝛽1 sin 2𝜋 t + 𝛽2 cos 2𝜋 t + 𝛾 (t−2000) ⇒   ො𝛼 = 10.5 °C

Models A and B

Models A and B are essentially the same, because they have the same feature space.

But because they use different representations of the feature space,
they report different readouts.



Can I set up a model with 
a parameter that 
measures the quantity 
I’m interested in?



Example 2.6.4
The UK Home Office makes available a dataset of police stop-and-search incidents. We 
wish to investigate whether there is racial bias in police decisions to stop-and-search. 
Consider the linear model

𝑦𝑖 ≈ 𝛼 + 𝛽eth𝑖

where eth𝑖  is the officer-defined ethnicity for record 𝑖, and 𝑦𝑖  records the outcome: 
𝑦𝑖 = 1 if the police found something, 0 otherwise.

a) Write this as a linear equation using one-hot coding.

b) Are the parameters identifiable? If not, rewrite the model so that they are.

c) Does the model suggest there is racial bias in policing actions?



Upload your answers to 
Moodle by Sunday
for presentation / discussion 
next week
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