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VLS Design

Introduction

This course will introduce the design of very large scale integrated circuits. The materia
develops an understanding of the whole spectrum from semiconductor physics through
transistor-level design and system design to architecture, and promotes the associated tools for
computer aided design.

Syllabus

The course consists of 12 lectures divided into three main headings:

Transistor design

« Simplelogic. MOS layers, stick diagrams. Layout of an invertor. Transmission gates
and pass transistor logic.

e Combinatoria logic. NOR and NAND in nMOS and CMOS. Compound gates. Delays.
* Logicdesign. Stereotyped design and PLAS.

System design
*  Clocking and registers. Storage elements and sequential machines. Dynamic logic.
*  Memory design.
*  Building blocks. Shifters, adders, ALUs.

Computer-aided design
o  Fabrication. Design rules and lambdarules. Performance and large loads. Scaling.
e Semi-custom techniques. Gate arrays, standard cell, full custom.
o Sdf-timed circuits.

Objectives

On completing the course, students should be able to:
*  Describe the structure and operation of an MOS transistor.
* Designsimplelogicin CMOS.
»  Comparedifferent designs as circuits, stick diagrams and layout.
*  Explain gate matrix and PLA design in CMOS.
*  Apply clocked design for dynamic logic and storage.
»  Discuss different approaches to the design of memory.
e Describe the modules making up a processor.
e Explain the fabrication process and anayseitsimplications.
e Compare different approaches to the implementation of systems.
»  Discusstherelevance and design of self-timed circuits.

It should be pointed out that these notes do not constitute a complete transcript of al the lectures
and they are not a substitute for text books. They are intended to give areasonable synopsis of
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the subjects discussed, but they give neither complete descriptions nor all the background
material.

Appropriate books

The following books are relevant for the course:

*  SAugarten: State of the art, Ticknor & Fields 1983.
A pictoria history of semiconductors, just right for your coffee table.

* GM Blair: MOScircuit design, Chartwell-Bratt 1992.

e SB Furber: VLS RISC architecture and organisation, Marcel Dekker 1989.
Details of the ARM processor.

*  SH Gerez: Algorithmsfor VLS design automation, Wiley 1999.

* JMavor, MA Jack & P Denyer: Introduction to MOSLS design, Addison-Wesley 1983.
A gentle introduction, beginning to show its age.

* CMead & L Conway: Introduction to VLS systems, Addison-Wesley 1980.
The old classic, emphasis on nMOS.

« NHE Weste & K Eshragian: Principles of CMOS VLS design (2nd edition), Addison-
Wesley 1993.
The new classic?

W Wolf: Modern VLS design - a system approach, Prentice-Hall 1994,

Colouring conventions

Y ou will need a set of colouring pencils (including yellow, green, brown, red and blue) to gloss

the diagrams in these notes during the lectures.

Blue Black

The following conventions are used for the colours here:

o

A copy of these notes (and other relevant teaching material) can be read on-line by following
the links from http://www.cl.cam.ac.uk/Teaching/. This may be particularly helpful when
checking colours. Accessislimited to computers within the Computer Laboratory.

Yelow Green Brown
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Semiconductor technology

Semiconductors can be made from crystalline silicon into which impurities have been
introduced:

= A high valency implant such as phosphorous gives free electrons, creating an n-type
region.
m A low vaency implant such as boron gives free holes, creating a p-type region.

Thejunction of an n-type and a p-type region in asingle crystalline | attice creates a diode which
only conductsif it isforward biased with the p-type region (the anode) more positive than the
n-type region (the cathode).

—fp >
A light emitting diode has the additional property that it glows when current is flowing through

it. Itisprudent to limit this current to afew milli-Amps by means of akilohm seriesresistor, or
it glows very brightly, but only for ashort time.

Digital switching

Most digital logic isbased on theidea of switching signals between a high voltage (which we
will usually treat as being 5V, athough modern systems more commonly use 3.3V or less) and
alow voltage (OV, or ground). The sense may be determined by current flowing or not (asin
bipolar circuits) or by the presence or absence of charge (asin MOS circuits). A logic function
takes someinput signals and computes an output function using pull-up and pull-down circuits
which may be passive (always switched on) or active (selectively switched).

/N
—Pp 0
A p—mA
B p——

Passive pull-up and active pull-down

The diagram shows a circuit with an active pull-down and a passive pull-up. The pull-down can
be thought of as aremote-control switch, usually made from transistors but possibly relays or
valves.

A further complexity with MOS circuitsisthat the charge on wires persists after they have
ceased to be driven; this means that the wires have amemory (typically lasting athousandth of a
second or so) of the last value driven on them.
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Bipolar circuits

A bipolar transistor isformed by a sandwich of n-type, p-type and n-typeregionsin asingle
crystalline lattice. It can be thought of two diodes connected anode-to-anode such that a current
through the forward biased diode overwhelms the reverse biased diode.

| collector collector

n+

bae —J p base

n

-

emitter emitter

npn bipolar transistor

A small current flowing from the base to the emitter of an npn transistor induces alarge current
from the collector to the emitter. A pnp transistor has the opposite polarity.

These can be used to construct aNAND gate using transistor-transistor logic (TTL).

h
|
o

TTL NAND gate

The two transistors on the | eft calculate the logical function and that on the right is simply an
invertor. Sometimesthisisfollowed by an additional buffer for atotem pole output. With a
1k7 Ohm pull-up, about 1 mA flows through the gate whenever an input is high and the gate

then dissipates 5 mW. There are also difficultiesin finding the right sizesfor the transistors and
resistor.

MQOS circuits

An enhancement mode, n-channel, metal -oxide-silicon field-effect transistor (NMOS FET) is
formed on acrystal of p-type silicon. Two n-type regions (known as diffusion) lie on either side

of aregion of the p-type substrate which is covered by athick layer of insulating silicon dioxide
(or oxide) and ametd plate.
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drain

n
gate p base —| Ii‘

source

source -

n-channel enhancement mode metal-oxide-semiconductor field-effect transistor

When the gate is positive with respect to the source, an n-type channel isformed under the gate
and current is conducted from drain to source. Even when turned on, aMOS transistor has a
resistance of about 10 kQ.

The construction of the transistor is symmetric with respect to the source and drain - the labels
merely indicate the relative voltages. This contrasts with the different processing used to make
the collector and emitter of a bipolar transistor.

A p-channel MOS FET has the opposite polarity and conducts when its gateislow. However,
the resistance of a p-type channel isabout 2% times that of an n-type channel of the same size.

-+

In integrated circuits, the metal gate is replaced by one made from polycrystalline silicon (or
polysilicon) for ease of fabrication.

The nMOS transistor operate in three modes:
m off whenVg <V,
= saturated when Vg > Viand Vg > Vg — Vi
m  |inear when Vg > Viand Vs < Vg — Vi
where Vt isthe threshold voltage (= 0.2 Vg = 1V for a5V system)

Note that, even when the transistor is turned on, the source voltage can not rise above the gate
voltage less the threshol d voltage.

The threshold voltage can be adjusted by implanting further impuritiesinto the channel regions.
It can even be made negative (V, =-0.8 V4 = -4V), giving adepletion mode nMOS FET which
aways conducts. This can be used as a compact way of making aresistor.

L

An nMOS NOR gate can be made with two n-type pull-down transistorsin parallel and a
passive pull-up. There are three ways that the pull-up could be made:

nMOS

m A resistor — using polysilicon (which isthe most resistive materia availablein aMOS
process) thiswould have to be several hundred times the size of the pull-down
transistor.

= An enhancement mode transistor with its gate wired high — this could never pull the
output above Vg — V4.
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m A depletion mode transistor with its gate wired to its sourceisused in practice.

L = >

NOR gatein nMOS

Current flows mainly when the gate is switched and the output is charged or discharged; only a
small leakage current flows otherwise. With a40 kQ pull-up and a 10 kQ pull-down in series, a
current of 0.1 mA flowswhen an input is high and 0.5 mW is dissipated.

When the pull-down network is switched on, the depletion mode pull-up and the enhancement
mode pull-down form a potential divider, and the output voltage approaches the appropriate
ratio of the supply voltage — usually theratio is 1:4, so the output fallsto 1 V.

CMOS

A CMOS NOR gate can be made with two n-type pull-down transistors in parallel and two p-
type transistorsin series as an active pull-up. The complementary Boolean circuitsin the pull-
up and pull-down networks give the technology its name.

A P ° 4

HL

NOR gatein CMOS

Current only flows when the gate is switched and the output signa (which may be regarded as
acapacitor) is charged or discharged, making the power consumption very low.

A further advantage of CMOS over nMOS and bipolar circuitry isthat is does not rely on the
ratio of the resistancesin the pull-up and pull-down networks to determine the output voltage.
The output switches between 0V and 5 V rather than between about 1V and5V. The
disadvantage is the additional complexity of the complementary circuit.

For reasons that will be discussed later, modern integrated circuits operate with supply voltages
much lower than 5V and al the voltages scale accordingly.
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Simple logic in MOS

There are several layersin an nMOS chip:
m ap-type substrate
m  pathsof n-type diffusion
m athinlayer of silicon dioxide
m  pathsof polycrystaline silicon
m athick layer of silicon dioxide
m pathsof metal (usually aluminium)
m afurther thick layer of silicon dioxide
with contact cuts through the silicon dioxide where connections are required.

The three layers carrying paths can be considered as independent conductors that only interact
where polysilicon crosses diffusion to form atransistor. These tracks can be drawn as stick
diagrams with

m diffusionin green
m  polysiliconinred
m  meta inblue

using black to indicate contacts between layers and yellow to mark regions of implant in the
channels of depletion mode transistors.

With CMOS there are two types of diffusion: n-typeisdrawn in green and p-type in brown.
These are on the same layersin the chip and must not meet. In fact, the method of fabrication
required that they be kept relatively far apart.

Modern CM OS processes usually support more than one layer of metal. Two are common and
three or more are often available.

Actually, these conventions for colours are not universd; in particular, industrial (rather than
academic) systemstend to use red for diffusion and green for polysilicon. Moreover, a shortage
of coloured pens normally means that both types of diffusion in CMOS are coloured green and
the polarity indicated by drawing a circle round p-type transistors or ssimply inferred from the
context. Colouring for multiple layers of metal are even less standard.

There are three ways that an nMOS invertor might be drawn:
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N

I

—e—Pp Q

L

ania
He]

Invertor designsin nMOS
The three different representations are useful in different contexts:
m acircuit diagram — used to plan thelogic of the system;

m  astick diagram— used to plan the topology of alayout, committing signalsto
particular layers; and

m layout —fina decisionsof sizes
The equivaent picturesin CMOS are:

all
A p—eo ?—PQ —
mll 1

= ——

Invertor designsin CMOS

This layout shows the input arriving through polysilicon on the left and the output leaving
through metal on theright. A second layer of metal might be used to allow connections above
and below the invertor with athird layer |€eft free to run other, quite separate, signals (such as a
global clock) across the top of the invertor.

The following design runs power and ground in the second metal layer and signalsin the first,
with the polysilicon hidden undernesth it.
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Transmission gates

It is possible to compute logic functions without making logic gates — networks of MOS
transistors can be connected together directly. These are known as transmission gates. (Of
course, thetransistors still have gates, but that is a different use of the word, as also would be
logic gates!).

With CMOS, the nMOS transistors are good at conducting low signa's and the pM OS
transistors are good at conducting high signal's, so transmission gates are often made from a pair
of complementary transistors.

When the control signa Sis high, the transmission gate conducts logic signals of either sensein
either direction. A special symbol is used for the CMOS transmission gate:

v :
{

S

Pass transistor logic

MOS transistors can be used simply as switchesto steer current using pass transistor logic.

Consider a simple multiplexor with 2 control inputs, S & Sy, 4 datainputs, |, and asingle
output, Z. The function can be specified by asmpletable:
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A0

Al

A2

A3

St S z
0 0 Ao
0 1 Ay
1 0 Ay
1 1 As

This can be implemented using NMOS pass transistors as follows:

S1 SO

A0 P>
ALD> 1
1
A2 )—’_—I
a1 1
st 0 s1 S0
Q Ao Q
*—
AL
@—
A2
@—
A3

Multiplexor using pass transistors

Note how amixed notation (inverters and transistors or even invertorsin astick diagram) can be
used. The second stick diagram uses depl etion mode transistors as conductors to avoid going
into metal, giving a more compact layout.

This could be implemented in CMOS even more simply, although care needs to be taken about
mixing the two types of diffusion (or else a diode would be formed):
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Al

A2

L LG

o L L]

The design would also work better if transmission gates were used.

A0

Al

A2

A3

S1

!

!

Asafurther example, consider ataly circuit to count the number of 1sin an input word, giving

the answer in unary. The specificationis:
X2 Xi

Xo

N
o

N

N
N

N
@

r P kB O O O O

This can be implemented using NMOS pass transistors as follows:

P — O O + +» O O

- O r O+ O B+ O

O O O O O O O Bk

o O O O+ B+, O

O P P O P O O O

O O O O O O ©o
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Z3

.
mi N

o——
—® —@
Zy
*— o— o—

Zo

o *~———— ————
IO B W O

A A A

X, X1 Xo

Note how each output signal in passtransistor logic is driven precisely once for any pattern of
input signals—no signal should be |eft undriven and there should be no contention for any
output value.

The idea of repeating a simple structure to make a complicated circuit isimportant in VLSI
design.

A caution

The source potential of aMOS transistor can not rise above the gate potentid less the
threshold voltage. When using achain of passtransistors, thisresultsin asignificant voltage
drop across the first transistor, and rather less across subsequent ones.

The attenuated signal must be restored by giving the gate that it drives amore sensitive
(larger) pull-down transistor.

A signal that has been switched by a pass transistor must not itself control afurther pass
transistor, or a second voltage drop would occur:

L

\

/
I
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Combinatorial logic

In NMOS, the NOR gate has better speed and area characteristics than the NAND gate:

__1!
O

L

It isalso possible to compute complex functionssuchas X [Y + Z in one step:

_ 1
NN

..J”PL

—
—-
—
In CMOS, the NAND gate has better speed and area characteristics than the NOR gate:

TL' i
L0

Again, complex logic ispossible:

|||—-.
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The complementary pull-up network becomes tedious and may be replaced by a p-type
transistor tied low, rather like an nMOS depletion load (but this wastes power). Alternatively,
dynamic (or clocked) logic may be used — see below.

Delays

The delay through aMOS gate is Ssmply the time that it takes to charge (or discharge) its output
signal above (or below) the threshold voltage of any transistorsin further circuitry that it drives.
The voltage on the output will move asymptotically towards its final voltagein an exponential
decay whose time constant, RC, is dominated by the product of the resistance of the channel in
the transistor driving the output and the capacitance of the output signal.

The series resistance can be reduced (speeding up the gate) by increasing the size of the driving
transistor, allowing atrade to be made between speed and size. The capacitance is determined
by the length of the output track and, significantly, by the area of the gatesthat it drives; thisin
turn depends on the fan-out and the power of the gates in the fan-out.

For an nMOS invertor, the ratio of the resistances of the pull-up and pull-down transistors
determines the sensitivity of the invertor and also the shape of the curve describing the output
voltage after a change of theinput.
A
Vv

o\
S

t

>

Note that an input change from OV to 5V resultsin an output swing from 5V to 1V and also that
there are differential delays for faling and rising outputs.

A smple CMOS invertor will also have different resistances of p-type and n-type channels.
However, this can be resolved by changing the sizes of the transistors, giving a symmetric
response aswell asfull logic swing.

Michagelmas 2001 14



VLS Design

Logic design

Consider the design of a circuit to compare two signas and test them for equality — an exclusive
NOR gate. This hasthe following definition:

A B A=B
0 0 1
0 1 0
1 0 0
1 1 1

This can be implemented in a number of ways. Firstly usng NOR or NAND gates:

A.ﬁﬂ)m

mpe

)

=)

A

B

Thisleadsto an nMOS implementation using 12 transistors or CMOS using 16 (or 18 with the
extrainvertor). However, amore compact solution can be achieved using pass transistors:

1

Y

B p————
[ 1
A I 1 9
L
T

The nMOS version uses 6 transistors and the CMOS version uses 8 (or only 4 if the
complementary parts of the transmission gates shown in grey are omitted). A little further
thought reduces thisto only 3 transistors:

Michagelmas 2001
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However, these simpler circuits must be used with care. Theinputs to the pass transistor logic
must be driven signals, not just potentials, or else there might be charge sharing (reverse flow
of information). The 3-transistor circuits have passive pull-ups and so will dissipate power.

Stereotyped design

Random logic consisting of NMOS NOR gates can be laid out in aregular form as a Weinberger
gatearray. For example, the 12 transistor exclusive NOR gate could be laid out as follows:

A

o o
le Le

Random CMOS can belaid out similarly as a gate matrix:

(TH T T 21T

° ®

e
PR LA L L Ll

This example uses only NAND gates and an invertor, but clearly arbitrary gatesincluding
transmission gates could be laid out in thisway. Both of these schemes have the advantage that
they are amenable to automatic layout in areasonable space.
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PLAs

When severa different functions of a set of input signals are required, a programmable logic
array (PLA) may be useful.

Any boolean function can be reduced to digunctive normal form - asum (OR) of products
(AND) of theinputs and their inverses. The product terms are referred to as minterms.

Using only n-type transistors, it is convenient to remember de Morgan’s law when computing
theminterms. X [Y = X +Y
The exclusive NOR function can be thus written as:
Q= AB+AB
= A+B+A+B
This leadsto the following nMOS layout:

13

Do >

A A

A B Q AB

Note how distributed gates are used in the pull-down circuitry of the minterms. The regular
structure of the PLA again makes it amenable to automatic layout. Thisis particularly useful
when several different functions are being computed that share minterms.

CMOS PLAs are similar and use p-FETs with their gatestied low as passive pull-ups.
Alternatively, dynamic circuitry using a clock can be used.
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Clocked logic

Data can be moved through sections of combinational logic under the control of aclock signal.
It is convenient to use atwo-phase non-overlapping clock:

%) _I_l I_l I_l

2, [ 1 [ 1 [ L

@, and &, can be generated on the chip from a single external clock:

O
0.

02

The durations and separations of the high periods can be controlled by introducing delay into
the feedback loops.

Shift register

A shift register can be made by connecting a sequence of inverterstogether using pass
transistors switched on aternate clock phases:

n 1 n

This can be extended in parallel to shift words rather than bits:

O: 02 O:

The clock signa can be combined with a control signal to give different modes of operation.
For example, the shift register could rotate the bitsin aword:

Michagelmas 2001
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0.

Notice that the SH signal has to be held throughout the &, phase and only changed during &;.

Pseudo-static register

0,8H Dz@ 0,
r—)
@——
r—)
@—-—
r—)

A clocked latch can be made by storing a bit as charge on the input of an invertor, and

refreshing it every so often:

0,0D

1
M

0,0D

L

O,

L

>

If LD ishigh during &;, new dataisloaded in to the latch. If LD islow then the old datais
retained. The feedback loop is broken by both phases of the clock.

Thisis an example of dynamic logic and imposes alower limit on the clock frequency. Charge
can be expected to persist on the signal tracks for athousandth of a second or so, depending on
their capacitance. The clock rate must, therefore, exceed 1 kHz and should be considerably

higher for safety.

Stack

Consider the design of a hardware stack for, say, w words, each containing b bits. When
designing the layout of acircuit like this, it isimportant to consider the composition of repeated
elements. A stack has three operations. Push, Pop and Hold. Four control signas SHR, TRR,
SHL and TRL can be generated from these asfollows:

TRL

TRR

SHR

SHL
Or, put differently:

—

«—

«—

«—

@.Hold
@,.Hold
@,.Push
&,.Pop

Michagelmas 2001
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Operation Phase
Dy D,
Hold TRL TRR
Push SHR TRR
Pop TRL SHL

and these used to control the flow of data. Note that data can only be pushed into the stack
during @; and only popped out during &,. The second table emphasises the clock phases
appropriate for different operation. The control signals should only change when both clocks
arelow.

A single bit store can now be constructed thus:

SHR TRL

.

T T

TRR SHL

where the grey parts represent adjacent bit storesin aregular array.

Theindividua stack element can belaid out as follows:

N\

SHR TRR TRL SHL

S S
¢ | 1 Jl 2 (]| ¢
A i

which allows adjacent e ements to be connected simply by abutting them, sharing the ground
lines.

Pre-charging

With nMOS, the depletion pull-ups have to be 4 or 8 times weaker than the pull-down
transistors to give the correct ratio in the potential divider. With CMOS, the p-type pull-ups are
2% times | ess conductive than the n-type pull-downs. In both cases, this makes switching to one
slower than switching to zero.

One solution isto pre-charge the output of a gate during one clock phase and then discharge it
sel ectively through a pull-down network during a second phase.
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o—|

Thisis useful when the output lines have large capacitance, but care must be taken only to read
the output after it has been discharged. In particular, this means that two such logic blocks can
not be concatenated — when &, goes high the output may change as the pull-down is activated;
however the transient high output may have discharged the output of the next stage in the mean
time. Thisisknown as an internal race.

Pre-charging is particularly useful with CMOS where it dispenses with the need for afully
complementary pull-up circuit. A similar design can be used:

o p—e 4

where the output is pre-charged when @ = 0 and evaluated when @ = 1. The samerestriction on
concatenation applies.

One solution to thisinvolved the use of afour phase clock. Given four abutting or slightly
overlapping clocks:
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g J 1 1 1 [
2 [ 1 [ 1 [ 1

%8 [ 1 [ 1 1

2, | [ 1 [ 1 [ L

P N I [

@ — I I I L

form derived signa s such as
By « D+ D,
Then acircuit such as:

works as follows:

Phase 1 — Pre-charge P, hold existing Q.

Phase 2 — Continue to pre-charge P, pre-charge Q.
Phase 3 — Evaluate P, pass output to Q.

Phase 4 — Continue to evaluate P, hold new Q.

We can call thisatype 3 gate (because it samplesits inputs during phase 3), and note that its
outputs are held during the whole of phases4 and 1. It istherefore possible to drive type 4 and
type 1 gates safely from atype 3 gate. In fact, there isagenera set of rules for the composition
of the different types of block:

Type 1 can drive types 2 and 3;
Type 2 can drive types 3 and 4;
Type 3 can drivetypes4 and 1; and
Type 4 can drive types 1 and 2.

This makes the scheme suitable for pipelined designs.

It is, however, rather complicated to implement and there are alternative schemes. Oneis
Domino logic:
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Thisworks by pre-charging when @= 0, at which the output goeslow. On @ = 1, the pull-down
network is evaluated and the output may risefrom0to 1. Since only arising edgeis possible,
there can not be a spurious discharge of the next stage.

The gate can even be made to hold its output by adding the weak feed-back invertor shownin
grey.

This limits the logic to non-inverting structures, and extra buffers are required. There can aso
be charge-sharing and race problems. A solution to thisis NORA (no race) logic:

D»—o—d[l;i —q D»—»—q[l;i

—ﬁ —— —E

There are two types of logic block using n-type and p-type evaluation circuits. On @ =0, the n-
type block pre-chargesits output high and the p-type block pre-chargesits output low. On @ =
1, both blocks evaluate.

Thereisasimplerule of composition: p-type blocks drive n-type blocks and n-type blocks drive
p-type blocks. However, either type of block may be connected to one of the same classviaan
invertor, effectively using a Domino circuit. Thereisa performance penalty in using relatively
slow p-type pull-up networks.

Clocking PLAs

The operation of acircuit can be controlled by afinite state machine made from a state register
and aPLA. The PLA processesthe current state and any input signals (often condition codes
arising from the previous operation) to give the new state and any ouput signa's (often controls
to other parts of the circuit).
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AND

OR

invertors

(WY

buffers

WP}

It is convenient to latch the input signals on one clock phase and the output signals on a second,
with the clock period being sufficiently long to compute the outputsin the PLA.

CMOS PLAs can be made either by using static pull-upsin the form of p-type transistors with
their gates wired low or by pre-charging the outputs and discharging them on a second clock

phase.

Michagelmas 2001
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Memory design

Memories are usually constructed as two dimensiona arrays of bits. Thusamemory containing
2" words each of 2° bitswill be configured as 2* rows by 2° columns. w address bits will be
decoded to give the row and either the whole word will be output or multiplexor used to select a
single bit using a further b address bits.

w

Row
select

F’ multiplexor ——p
b

Read-only memory

A read-only memory (ROM) islikea PLA with &l the possible minterms being calculated. The
individual memory cells can be very compact; hereis a4 x 4 fragment of the memory array:

ool
1111

Yyyyvy

;VVV

Diffusion tabs are run under the polysilicon word lines wherever a 0 isto be stored, other bit
positionsread as 1. The 4 words stored herewill read as4, 6, 3and 7.

Progammable read-only memories (PROMSs) allow the diffusion tabs to be switched in
electrically. Erasable PROMs allow this switching to be reversed, either by exposureto ulta-
violet light (EPROMS) or under digital control (electrically erasable PROMs or EEPROMS).

Static read/write memory

The simplest form of writeable memory (RAM) is static memory. A bit isstored in apair of
cross-coupled invertors, with separate circuits to control the reading and writing of the data.

Michagelmas 2001 25



VLS Design

B sem}——' |——0—</vme

- - - Q

The memory has two independent ports for reading; both selection lines are opened for writing.
Six transistors are required to store each bit, plus some overheard for the control circuitry.

Dynamic RAM

Fewer transistors are needed if the bit is stored as charge on the gate of a FET.

Write

1
]

Data Data

The three-transistor memory cell operates as follows:
m  Write by putting data on Data and strobing Write
m  Read by pre-charging Data and strobing Read; the value obtained hasto be inverted.
m  Refresh by reading and re-writing at least every millisecond or so.

Lesscircuitry isrequired for each individual bit at the expense of more sophisticated control
circuits.

Thisistaken to an extreme with a one-transistor memory cell:
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Data Data
Thebit is stored as charge under the grounded gate of a second transistor. Again, refreshing is

required and reading requires the use of subtle analogue sense amplifiers. The tessellated layout
is, however, very compact:

Spuns
|
[

Redlly dense memory circuits use specialised processes not available for normal digitd logic.
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System design

A simple processor includes three principal elements:
m  aregister file for fast memory
m anarithmetic and logical unit for calculations, and
= control logicin PLA

VLSI structures for the first and last of these have aready been presented. This section
discusses VL SI structuresfor ALUS.

Arithmetic and logical unit

The ALU may contain units such as
m  abarrel shifter
= anumber of function calculators, and
m acarry chan.
These are often arranged as bit slices which are repeated to give the desired word size.

Congtant Shift Operation  Carry out

A»_YY Y 4
o O, o
A

Carryin

Barrel shifter

For example, a4 bit barrel shifter concatenates two input words Bo...Bzand A,...As, shiftsthem

agiven number of places and emits the bottom 4 bits Z,..Zs.

Shift
S =1
—

Bo B:i Bz Bz Ay A1 Ay Aj
Zo 21 2, Zj

If the size of the shift is encoded in unary on a set of control signals S,..S;, it can belaid out
quite compactly using pass transistor logic:
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A and B would probably be drawn from a dual-ported register file; if they read the same
register then this unit could be used for arbitrary circular shifts. The shift unitisalso a
convenient place to introduce a constant into the ALU using the aternative A from above or B
from below.

Carry chain
Within the ALU, there are several approachesto handling carry:
= ripplecarry,
m  Manchester carry chain,
mcary sKip,
m carry select, or
m  full carry look-ahead.

The Manchester carry chain fits well with a bit-glice approach using a two phase clock.
Consider afull adder with inputs A, B and C;,, and outputs Q (for the sum) and Co.. Itis
convenient to calculate control signalsK (for kill when C, is0) and P (for propagate when C,
isthesame as C;,); otherwise C,; Will be pre-charged to 1.

The functions are as follows:
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A B Cin Q Cout K P
0 0 0 0 0 1 0
0 0 1 1 0 1 0
0 1 0 1 0 0 1
0 1 1 0 1 0 1
1 0 0 1 0 0 1
1 0 1 0 1 0 1
1 1 0 0 1 0 0
1 1 1 1 1 0 0
Observe that K and P can be calculated as soon as A and B are known, without waiting for Ci,:
K =~A+B)
P =A0B

then
Q = Cin opP= "'(Cin O "'P)

The resulting circuit is asfollows:

o Carry out
Y A
[ 4 4 I

~Kill

o .j)D»—%ﬁ =

A

Carryin

The circuit is precharged, also latching the A and B inputs, when @=1 and evaluated when @=0.

This adder could be made to perform a number of different operations by introducing general
functions for the carry kill, carry propagate and result calculations. For example,
A-B =A+-B+1

Function generators

A four into one multiplexor built in pass transistors can be used as a genera red-green function
generator:

Michagelmas 2001 30



VLS Design

f(1,1)

£(1,0)

f01)  £(0,0)

Thefour valuesf (1, 1), f (1, 0), f (0, 1), f (O, 0) arefed in at the bottom and f (A,B) is output.
Thus 13 bits (4 each for 3 function units and carry in to the bottom stage) determinethe ALU

operation.
Here are some possible control values.
Operation ~K ~P R
A 15 12 12
A&B 15 8 12
A|B 15 14 12

AUB 15 6 12
A+B 14 9 9
A-B 13 6 9
B-A 11 6 9

L,V O O O O

1

Just A

Bit-wise AND
Bit-wise OR

Bit-wise exclusive OR
Add with carry-in
Subtract

Reverse subtract

The ARM processor uses direct combinational logic:

fs Latch controls fq fz o f1 fo

: >

Carry look ahead

D)- Result

hu))e Lamiiire

The six control wires now determine the function:

Michagelmas 2001

31



VLS Design

Operation fs fa fs f, fq fo

A 0 1 0 0 0 0 JustA
A&B 0 1 0 1 0 0 Bit-wiseAND
A|B 0 1 0 0 0 1 BitwiseOR
AOB 0 1 1 0 0 1 Bit-wiseexclusve OR
A+B 0 0 0 1 1 0 Addwith carry-in
A-B 0 0 1 0 0 1  Subtract
B-A 1 0 0 1 1 0 Reverse subtract
Fast carry

For larger word sizes, other techniques such as carry look-ahead carry select and carry skip give
better performance. Recall the equationsfor afull adder:

Sum =A0BOG,

and Cwt =AB+A.C,+B.GC,
=AB+ (A +B).G,
=G+ PC,
where G and P are generate and propagate signals defined as.
G =AB
and P =A+B

In generd, for stagei of an n-bit adder:

Gua =G +PR.G
where
Gi = Ai.Bi
and P, =A +B;

Several stages can then be grouped together:
Cu =G +PR.G1+P.P.1.G2+P.Pa P2Gis+ P.P1P2P3Cis

=Gz + P.3;.Cis
where
Gasi =G +P.G1+P.P1G,+P.P.1 P2Gis
and Psi  =P.PuP2Pas
Moreover:

Giisi =Gz + P3i.Gigjsa + Pusi.P7is.Glais + PsiPriaPo1is.Gisiaz
and P.si = Pi3i.P7j4.PaisPuasia

Carry look-ahead implements these equations as a tree structure of identical circuits:
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Carry select divides the n-bit word up into blocks of, say, 4 bits. Two adders are used for each
block, one assuming a carry-in of 0 and the other acarry-in of 1. The actual carry-in isthen
used to select between the outputs of the two adders, including selecting the carry-out which is
rippled on to the selector for the next block.

Carry skip exploits the observation that the propagate signals are much easier to compute than
generate, alowing fast carry propagation alongside blocks of bits producing the generated carry
signasmore dowly. The systemis particularly well suited to dynamic logic.

Pa7 Po3
C4 CO

(A Y 1A N (S A e

The system can be further optimised by having blocks of different sizes— short at the beginning
and the end of the word, and longer in the middle. Thisreduces the worst case carry

propagation delays.
Performance can be summarised as follows:
Time Space
Ripple O(n) O(n)
Carry look-ahead O(logn)  O(nlogn)
Carry select O®n) O(n)
Carry skip O(n) o(n)

Carry save isused in multipliers and retains the carries arising from partial sums to be included
in the next addition.
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Detailed layout and fabrication

Having designed the stick diagram for a circuit, the next problem isto trandlate it into actual
layout. Thisinvolves:

m shuffling tracks around to overlap each other where possible (running metal over the
top of gates and so on)

m fixing widthsfor the tracks in the various materials, taking account of factors such as
capacitance, resistance and current carrying ability

m deciding on sizes for transistor

« the ratio of the channel length to width determines the resistance of the transistor
when turned on

« theratio of the resistance of the pull-up and pull-down circuits in an nMOS gate
determinesits sensitivity

resulting in aset of areasin which the different materias are to be made (or fabricated).

Sizing nMOS gates

In NMOS, theratio of the pull-up and pull-down resistances should be 4:1 for ordinary gates and
8:1 for gates driven by pass transistor logic.

An 8:1 gate could be made in several ways:

o]
Ho=]

]
.
 EEEE

m  an 8:1 pull-up and a1:1 pull-down (low power)
m  a4:1pull-upand al:2 pull-down (small)
m  al:lpull-upand al:8 pull-down (fast)

Fabrication
Fabrication involves the transfer of the layout to wafers of crystalline silicon. Thisinvolves
several stages of chemical processing.

Photographic plates called masks are made from each layer of material by photographic means
or by writing with a steered el ectron beam (the latter being more common for finely detailed
masks).

These are used to control each processing steps as follows:
m  Coat the wafer with a photographic emulsion known as aresist.
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m  Exposethisselectively to ultra-violet light using the mask.

m  Develop theresist and remove the exposed materia (or the unexposed material,
depending on its polarity)

m  Processthe wafer with some chemical implantation — only the areas not protected by
theresist will be affected.

m  Strip theremaining resist.

In practice, many of the processes are applied to the whole wafer and then selectively removed
using amask and resist. Wafers can be exposed directly using a electron beams, without using
masks as an intermediate stage.

NMOS processing

Consider the manufacture of an nMOS invertor. Given the layout (in plan view):

Ny

Processing involves the following steps (with cross sections through the chip being shown):
m  Dopethe crystaline silicon wafer to make a p-type substrate.
m  Grow a(relatively) thick layer of silicon dioxide over the whole wafer)
m  Removethisin the source, drain and channel regions (using the green mask).

e

i)

= Implant ions for depletion mode transistors (using the yellow mask).

=

I | ]

m  Regrow athin layer of silicon dioxide over the whole wafer.

m  Removethisfor buried contacts between polysilicon and diffusion (using a mask
derived from the black outlines).
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Make the polysilicon (using the red mask).

Remove athin layer of silicon dioxide from the whole wafer —the polysilicon will
preserveit in the gate regions.

ﬁ .

I | ]

Diffuse n-type material over the whole wafer — this only affects the source and drain
regions, and digns automatically with the polysilicon gate regions.

ﬁ B m—

=

The self-alignment achieved by using the polysilicon as a templatz to control the removal of
thin oxide and the implanting of the diffusion is an important feature of the process.

Cover with athick layer of slicon dioxide insulator.

Cut contacts through the insulator (using a mask derived from solid black squares).
Cover with aluminium.

Etch away unwanted metal (using the inverse of the blue mask).

Cover with a protective layer of silicon dioxide.
Cut holes for bonding leads.

As the diagrams suggest, the surface of the wafer becomes very uneven during
processing and additional steps are taken to level, or planarise, it.
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CMOS processing

CMOS processing is similar to nMOS processing, but required two different types of diffusion
in two separate regions.

This can be achieved in anumber of ways:

m  Bulk p-well - p-type transistors are built directly on an n-type substrate and n-type
transistors are made in deep p-type wells.

Bulk n-well type transistors are built directly on a p-type substrate and p-type
transistors are made in deep n-typewels. (Thisiswidely used, being compatible with
nMOS.)

Twin tub-separate wells are made for each type of transistor
Silicon oninsulator (usually sapphire for SOS)

e grow crystalline silicon on a sapphire substrate,

e removeit except in gate regions,

¢ makegatesas usual.
There are a so exotic experimenta techniques such aslaser annealing of raw silicon.
Modern processes a so provide severa (3-5) layers of metal connection.

The main problem with CMOS fabrication, apart from the increased complexity caused by
using more masks, isthe formation of parasitic bipolar transistors between the wells.

e

p well
n substrate

If thereisa spike on avoltagerail, these can form afeed-back amplifier and latch-up,
destroying the chip. The solution isto ensure that there are low resistance, or ohmic, contacts
between p-type regions and ground and n-type regions and Vcc.

Keeping it clean

Wafer processing hasto performed in extremely clean surrounding.
= A human hair is about 50p (microns = 10°m 10°A) in diameter.

m A dust particle 10u in diameter is about as small asis visible by the human eye and
floatsinthe air.

A transistor channel may be aslittle as 0.2 long.
DNA isabout 2nm = 0.002u wide.
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m  Atomsare about 0.1 to 0.4 nm in diameter.
One measure of cleanlinessisthe number of 10u particlesin acubic meter of air.
m  Ordinary rooms have about 10’
m Hospital operating theatres have about 10°
m Fabrication lines have less than 10°
m  Mask making areas have less than 10.

Blinking scatters severa thousand 10y particles from the eyelashes into the air.

Design rules

There are limitations to the precision with which individual processing steps can be performed
and with which separate processes can be aligned. This gives rise to anumber of design rules
specifying the minimum sizes of features and the separations and overlaps that must be
established. Each process has an individual set of design rules, usually specified as dimensions
in microns.

Mead and Conway reduced these complex rulesto arelatively simple set of rules expressed in
terms of anormalised scaling factor A (lambda rather than p for micron). A represents the
maximum amount by which any singe mask may be displaced; if two masks are displaced by A
in opposite directions, the chip will just work, but performance will be marginal.

The Mead and Conway rules for tracks in the three NMOS conducting layers are:
= Minimum polysilicon width 2A
= Minimum polysilicon separation 2A.
= Minimum diffusion width 2A.
= Minimum diffusion separation 3A.
m  Minimum polysilicon separation from diffusion 1A.
= Minimum metal width 3\
= Minimum metal separation 3A.

= Minimum polysilicon separation from metal 1A (where possible).

24 =4
Therulesfor NMOS transistors are:

= Minimum transistor size 2\ square (essentially because of minimum track widths for
diffusion and polysilicon).
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m  Polysilicon must continue past transistor for at least 2A.
m Diffusion must continue around transistor for at least 2A.
= Implant must extend for 2\ around a depl etion transistor.

= Minimum separation between implant and enhancement transistor 2A

.
=

The rules for contacts between the nMOS layers are;
m  Minimum contact size 2\ square.
m  Both materials must extend for 1A around the contact.
= Minimum separation between contacts 2A.
= Minimum separation between contact and transistor 2A.

m  Thin oxide remova must extend for 1A around a buried contact and for 2A along
conduction diffusion.

*>4>e>
Rulesfor CMOS are analogous, if somewhat more complicated.

Processes are usually described by the size of the smallest transistor, which will be 2\ square.
0.251 CMOS is now (2000) common and 0.181 processes are appearing.

Performance considerations

The resistance and capacities of the different materials will affect speed. Thefollowing are
rough figures:

m  Metal —about 0.1 Q/0 and 0.3 x 10* pF/p? (pF = 10 Farad)
= Polysilicon —about 50 Ohm/x and 0.4 x 10 pF/p?

» Diffusion —about 10 Ohm/x and 1 x 10 pF/p2. Thereis aso edge-wall capacitance
related to the perimeter of the diffusion area.

m  Gate polysilicon —about 4 x 10 pF/p?.
=  Conducting channel — about 10* Q/00
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Note how the sheet resistance of material is measured in Q/0O (read as Ohms per square). The
current through power and ground lines must also be considered — the metal migrates under the
influence of excessive currents.

m 1 thick metal can carry about 1mA for every micron of width.
m A 4:1/L:1invertor drawsabout 0.1 mA and a 3:1/1:3 invertor about 0.15 mA.
m  Asagenerd rule, about half the gates will be conducting at any time.

Driving capacitive loads

Long tracks with alarge fan-out (for example, clock signals) haveto be driven carefully if
reasonably sharp transitions are to be achieved. This can be implemented by using chains of
invertors graduated in size or by using analogue buffer circuitry.

Consider achain of invertors, each f times the size of its predecessor; that is, the first hasa4:1
pull-up and 1:1 pull-down, the second a 4:f pull-up and a 1:f pull-down, the third a4:f* pull-up
and a 1:f2 pull-down and so on:

If the gate of the first invertor offers a capacitive load C,, then the second one offers aload f.C,,
the third f>.C, and so on. A chain of n such invertors can drive afina load C, = f".Cy. So
n=1og¢(C./Cy)=In(C./Cy/Inf.

If the time taken to charge a gate through a40 pull-up ist, then the delay through each of these
invertorswill bef.t and thetotal delay will be T =n.ft=[f/Inf] .t.In(C./Cy).

For any given load, the delay will be minimised when f = e (the base of natural |ogarithms).
Largeinvertors require specia designsfor large transistors:

Fundamental limitations

It isworth asking what happens as technol ogy advances and processing can be carried out more
accurately.
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The constant field model of MOS scaling applies adimensionless factor o to manufacturing
dimensions (length, width and thickness), voltages and processing concentrations, so that the
electric field and the channel thickness remains unchanged. For example, with a = 2, al
dimensions would be halved.

Constant voltage is an dternative model in which only the manufacturing dimensions are
scaled, leaving voltages unchanged, so the channel thicknessincreases by afactor a.

The effects can be summarised as follows:

Congtant ~ Constant

fied voltage
Length, width, thickness L,w,D la Va
Voltage \Y la 1
Channel thickness d 1 a
Gate area A = LxW 1a? Vo?
Channel resistance ROL+dxW) 1 Ya
Current I=V=+R la a
Load capacitance COA=+D 1l/a la
Gate delay TORXC 1a Ua?
Static power consumption W =V x| 1a? a
Power density W=+ A 1 o
Current density | = (W x D) a o’

Under the constant field moddl, speed isincreased by a, density by a? while keeping power
density constant. With constant voltage, speed and density are increased by o but power
density goes up by a®.

The approximations are plausible down to 0.1 micron geometries, when further effects
(tunnelling, leakage, edge wall capacitance, metal migration, wire delay...) come into play.

Visible light has awaveength of about %2 micron, so direct electron beam lithography hasto
replace masks for small devices and dry etching and ion implantation are used instead of
chemical processing.

Power dissipation isavery important consideration with chips:
m 1 W/cm? can be dissipated from a plastic package.
m  2-4 W/cm? required a heat sink.
= Morethan 8 W/cm? required forced cooling.

Most circuitry speeds up if it is cooled down, so immersing the entire system in a cooling bath
has additional advantages.

Yield

Theyield of afabrication processis the proportion of manufactured chipsthat work. Itis
affected by the size of each individual die, the quality of the materials and processing employed
and the complexity of the process. Asarough approximation, yield varieswith thediesize, A,
and the defect density, D, asfollows:

Yield = ke™P
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The following table gives and idea of the figuresinvolved:

Year | Defect Diesize Yield #diceper 6" | #good
density mm X mm wafer
defects/cm?
1984 | 1.83
1987 | 1.16 10x15 18% 85 15
15x15 7% 49 3
1989 | 0.72 10x15 18% 85 28
15x15 7% 49 9
1992 |0.38

Unfortunately, semiconductor manufacturers are very cautious about releasing current yield
figures, but one admitsto having produced an 8" wafer that was free from defects.

Other technologies

Asthe physical limits of silicon semiconductor technology are reached, other materials and
processes become interesting.

BiCMOS chips mix bipolar and CMOS circuitson asingle die. The bipolar circuits are used
where power or speed isrequired and the CMOS circuitsfor regular VLSI structures and non-
critica digital parts.

Gallium arsenide (GaAs) is apromising contender (already widely used for analogue radio
frequency circuits), having an e ectron mobility better by afactor of 6 than silicon. Thisgives
particularly good speed/power performance. However, there are problems with fabrication,
poor thermal conduction, release of arsenic and so on, which makes them expensive and low on
yidd.

The most promising design style for VLSI isdirectly coupled FET logic (DCFL) which looks
rather like nMOS. The main drawbacks are the stringent processing requirements for the
enhancement mode devices and alow noise threshold. Nevertheless, gate arrays are now
available with 2000 gate equivalents and delays of the order of 100ps, dissipating 0.4 mW per
gate.

Superconductors are potentially 10-20 times faster than conventional circuits, but the
mechanical difficulties of refrigerating them mean that they are only used in exceptiona
circumstances.

Rather more speculative are technol ogies such as bipolar resonant tunnel ling transistors using
guantum effects, where electrons are treated as waves rather than particles. The active regions
are of monatomic dimensions (0.01 — 0.02 microns) and the devices are 3 orders of magnitude
faster than current semiconductors.

Testing

In the good old days it used to be possible to probe individual signal tracks on a chip using
micrometer probes. As track widths have shrunk this becomes less tractable and inspection
using scanning el ectron microscopes has become useful. Animage can be synthesised using the
voltage level s on the chip to provide contrast; thus digital and even analogue signa levels can
be displayed on a picture of the chip. If the electron sourceis pulsed synchronously with the
chip’s clock, the action of the chip can be lowed down stroboscopically.
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Semi-custom circuit design

Checking all the electrical characteristics of alarge integrated circuit isadifficult process and a
number of techniques have been developed to simplify the design. These involvethe division
of design into two parts:

m apreliminary, detailed design of elementary units, and
m  asubsequent composition of these unitsto implement the circuit.

Thisisthe familiar divide and conquer strategy of programming (and most other computer
science). The latter step can rely on the performance achieved by thefirst step. Thisisknown
as semi-custom design, asfull control of the silicon design is not available in the second stage of
the design.

This can be applied to chip design in two ways.

m  Sandard cell design —where small custom units (such as gates, multiplexors, registers
and so on) are designed and then arranged and connected to implement a circuit.

m  Gate arrays (sometimes known as uncommitted logic arrays) - where an array of
basic components (such as transistors and possibly resistors) is designed and pre-
fabricated on awafer. These are then connected together by one or two further
connecting layers (usually metal) to make gates and other logic.

Both techniques provide approaches to design which are amenabl e to automation.

By contrast to these application specific integrated circuits (ASICs), there are also standard
function chips such as PLAs and ROMs, which may be programmable after fabrication.

The choice of technology will involve assessment of the overall design time, the capital cost of
design and tooling, the recurrent cost per product and the performance achieved.

Standard cell design

In astandard cell system, leaf designs are taken from a previously designed library and
assembled (usually in rows) to make achip.

D%DD%
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m  Power and ground run horizontally through the cells.
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=  Inputs, outputs and feed-through connections are presented into the channels.

m A channel router completes the connections using two or more layers of metal and
polysilicon, possibly running over the top of the cells.

This can be considered as a structured approach to full custom design — the design and
characterisation of the elementary cells can be undertaken before starting to assemble the main
circuit.

A full set of masks still has to be made for each design.

Gate arays

Gate arrays present a pre-fabricated array of componentsthat are linked by connectionsin one
or two layers of metal, perhaps with selective contacts through to underlying array.

Large arrays with 10° gates and 38 kbit static RAM are available, so these can be used for
substantia circuits.

A smaller example, the TI TAHC CMOS gate array, presents rows of n-type and p-type
transistors with common gates for connection in asingle layer of metal. The diagram shows an
approximation to the layout with a 2 input NAND gate wired on the right hand side.

T
AARNENREL

A popular dternative isto cover the die with a sea of gates, and use an extra processing stage to
open contacts to these where needed, allowing wiresto run over the top of unused transistors.

Only metal (and, perhaps, polisilicon) processing isrequired for gate arrays, making them
simpleto use for prototypes.
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Field programmable gate arrays

Field programmable gate arrays have an array of transistors and a switching network to
establish connections between them are made on a chip. The switching network can be
programmed through a couple of extra pinswhen the chip is turned on, to implement an
arbitrary circuit on the array.

The Xilinx XC3000 series of logic cell arrays (LCAS) present an array on configurable logic
blocks (CLBs). Each CLB isprogrammed by 42 control bits to provide a combinational section,
essentially alook-up table computing any 2 functions of 4 input signals, and 2 flip-flops. The
complete LCA consists of an array of CLBs surrounded by configurable IO buffers, the whole
linked by a programmabl e interconnect including occasiona buffersfor long signals.

The XC3000, with 64 CLBsand 64 10s requires atota of 14779 program bits and is deemed to
be equivalent to 2000 2-input gates.

The program is loaded serially when the chip isturned on, either from a separate ROM or
PROM chip or down-line from a host computer. Clearly, modification of the circuit is
extremely, indeed frighteningly, straightforward.

Comparisons

The different approaches can be compared as follows:
Designtime Capital cost Recurrent cost Performance

Full custom Slow High Low High
Standard cell Medium High Low Medium/high
Mask programmable gate Fast Medium Medium Medium
array

Electricdly programmable Fast Low High Medium/low
gate array
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Computer aided design

Electronic computer-aided design can be viewed as manipulating four different descriptions of a

circuit;

behavioural description - what it does, expressed as an dgorithm in something like a
programming language,

functional description - how it doesit, expressed as an agorithm in something like a
register-transfer language,

structural description - how to build it, expressed as a circuit diagram or textua
description,

implementation - aphysical description of how to make it, expressed as something
like a set of masks,

and, of course, the actual product. Each of these will use hierarchy to provide aframework for
the description in away anal ogous to top-down programming in software. A large design will
be stored in many files and may well separate interfaces and implementations (even aternative
implementations).

Different tools are used to manipulate these descriptions, affording different qudities of
assi stance:

Synthesis - automatic translation between descriptions,

Constrained construction - the CAD system restricts manual design, inhibiting
faults,

Verification - two descriptions are compared and are shown to be equivalent,

Simulation - one description is investigated under particular circumstances and
observed to work in that case.

Idedlly, an automatic system would translate automatically between the behavioural description
and a product; in practice we accept rather less. The overall framework can be viewed as

follows:
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Aspects of electronic CAD
The design is entered as one or more of:
m  ahardware description language,
m acircuit schematic (essentialy apictoria structura description),
= |ayout geometry, or
m acomposition of primitive geometric elements.

These are then manipulated by programs that either proceed with the design automatically
(clockwise round the diagram) or confirm the equivalence of two different descriptions (anti-
clockwise).

Silicon compilation

Slicon compilation isin the process of transforming an algorithm expressed in a behavioural
HDL into a structura design.

For certain, highly-structured circuit modes, such as ROMs, RAMs and PLAS, thisisrelatively
straightforward, asis the subsequent generation of implementation details for a particular
process.

This has also been extended to stereotyped processing units such as arithmetic and logical units
(ALUs) and in signal processing.

More recent work has allowed the synthesis of control structures aswell as data paths for
circuits described as algorithms in a programming language. These generate structural
descriptions combining standard cells from alibrary: variables are trandl ated into registers,
operations into function blocks such as adders or even complete ALUS, and so on. Thisusualy
imposes a clocking strategy on the circuit.

An important issue is allowing the designer to control the trade-off between speed and sizein
the design. The simplest synthesis might use separate, parallel hardware for each operation; a
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more subtle approach would be to share the function block between several operations using
multiplexors. This can be visualised by using a Gantt diagram to represent the flow of data
through the clocked registersin time; this also provides a convenient interface for the designer
to rearrange the degrees of parallelism and sharing in the circuit being synthesised.

Simulation

In the absence of more forma analysis techniques, simulation is often used to observe the
behaviour of acircuit given its structure. Theseinvolve the preparation of aset of stimuli, or
test patterns, which are applied to the circuit and the resulting state of signals within the circuit
displayed, usually graphically asif they were being observed with an oscill oscope.

A number of different simulation tools are useful:
m  Behavioural simulation — executing the program that is the functional description.

m  Logic simulation — given functional models of elementary components, and their
composition in a structure, exercise the circuit with aset of input stimuli and deduce
the aggregate effect of the circuit.

m  Switch-level simulation — check the logical structure of a MOS circuit, using nomina
delays and capacitive effects.

m  Timing verification —find critical paths through combinational logic and deduce the
maximum clock frequency at which it might work.

m  Circuit simulation —model transistors as analogue devices by considering the solution
of simultaneous differential equations.

Specid hardware accelerators are often used to execute the simulation a gorithms at high speed.
These may even incorporate real chips asfast smulators of themselves.

Hardware verification involved the formal proof that the aggregate effect of a set of components
assembled in aparticular structureis the same as a given functional description.

Silicon assembly
The trandation of a structura description into an implementation is known as layout or silicon
assembly. It divides conveniently into two related operations:

m  Placement — arranging the e ementary components (gates and transistors or higher
level modules) on the chip.

m  Routing —finding paths for the signal wires between them.

Each of theseis applied at different levelsin the structura hierarchy, in particular:
m  Globally —for high level modulesin the circuit
m Locally —within an elementary module.

Good automatic tools are available for all these operations, especially for stereotyped design
such as gate arrays and standard cell layout.

If manual intervention with the design is alowed, it isimportant that design rule checking is
performed by the system to ensure that it will actually be possible to fabricate the chip from its
physical description. Many layout editors do not allow direct manipulation of masks, but only
of artefacts which are synthesised to comply with the design rules.

Even where automatic tools are availabl e, they often need manual assistance to complete the
design. Inthiscaseitishelpful if thelayout editor checks the implementation both for
consistency with the structural description and for compliance with design rule. Thisis known
as correctness by construction.
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When a physical description has been edited directly, it is useful to extract a structural
description from it an to match this against the original description as a verification stage. This
can also be used to check the correctness of the CAD tools in an automatic system.

A common, if curious, design techniqueisto enter layout using ageometric editor, extract a
structural description and then simulate to determine if the correct function has been achieved.

Testing

After chips have been made, they must be tested (usualy before cutting up the wafers and
putting the chipsin packages). Thisinvolves probing them with leads that inject test signals
and monitor the chips' responses.

These test patterns can usefully be derived from the test data used when the circuit was
simulated previously. However, it becomes even more important that the test patterns should
exercise the circuit fully.

The probing equipment has to operate at very high speedsif the chips' margina performanceis
to betested. This hasresulted in testers that compare a newly made chip against a known gold
chip which has been characterised previoudy.

Thereisalso arole for reverse engineering — the extraction of aphysical description from a
product,

Design for test

With theincreasing complexity of circuits, it is becoming more important to include additional
circuitry to ensure that a system (beit a chip, aboard or rack full of equipment) will actually be
testable after construction.

Thisinvolves ng the design for testability which dividesinto two factors:
m  Observability — the ease with which the interna state of the circuit can be checked.
m  Controllability — the ease with which the internal state can be changed.

These can be measured both statically (in some sense by the distance of latches from the
external pinsof achip) and dynamically during smulation. The latter uses a special sort of
logic s mulator known as a fault simulator.

It isuseful to check that a set of input stimuli exercises the circuit fully. In particular, any fault
in the circuit should giverise to an observable difference on the outputs. This means that the
test patterns will be useful for testing the chip in production and a so that the logic has been
fully exercised during ssmulation.

The number of possible faultsin acircuit isvast. There can be gross faults like breaksin tracks,
short circuits, faults in the crystalline structure of the silicon, and also subtle faultslike
capacitive coupling and increased resistance. A useful approximation is simply to consider the
possibility of any signal being stuck at either zero or one. For acircuit with ssignals, there will
be 3°- 1 possible sets of faults, which isfar too many to consider, so only the 2s single faults are
considered.

In principle, the correct circuit is simulated once and the results recorded. Each of the 2s faulty
circuitsisthen ssimulated until adiscrepancy is observed at the outputs. However, even this
processis sow.

After completing the application of the test patterns, the vast magjority (over 95%) of faults
should have been exposed in thisway. If they have not been observed, then either the test
pattern isinsufficiently challenging or the design isinherently hard to test. Both of these are
bad things.
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Automatic test pattern generation (ATPG) attempts to analyse the logic of acircuit and, in
particular, the access paths to observe and control internal state, and formulate test stimuli that
should give a high fault coverage.

The main difficulty in testability liesin internal state registers, and one solution is to make these
easily accessible by connecting them into along shift register. The chip canthenrunina
number of modes:

m  Normal —the registers are disconnected from the shift register.
m Shift —the shift register steps along.
m  Read —the state registers are copied into the shift register.
m  Write—the shift register iscopied into the state registers.
A smple dynamic latch would then be replaced with the following circuit:

A

1 1
ML 1>o > s..

c ] o]
I

Sn

Dln Dout

which is clocked as follows:

Operation | 0, O,
Normal E

Shift A B
Read C

Write D

This system, known as level sensitive scan design (LSSD) adds as much as 30% to the size of
the chip, aswell asfour extra pins (shift in, shift out and two control). Such scan paths can also
be extended to cover whole boards and, indeed, racks of equipment.

Self test

Controlling and observing state using a scan path makes a chip testable, but the testing can be
quite slow because the seria access path presents a bottleneck. An aternative schemeisto
build additional testing circuitry into the design.

Sgnature analysis uses alinear feedback shift register to generate a pseudo-random test pattern
and to compute a characteristic function of an output signal. A register with n latches can
generate a sequence of length 2" - 1.
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A

(@
Linear feedback shift register

The additional XOR gate is only used in the analyzer, where the value I eft in the register after
running an appropriate number of clock cyclesisthe signature.

An extension of thisis built-in logic block observation where apair of control signalsallow the
block to be configured as:

m  ascan path shift register,

m anorma set of system latches copying inputs to outputs,
m  aLFSR with multipleinputs, or

m  reset to aknown state.

These are then placed between blocks of conventiona circuitry. During testing, alternate
BILBOs are configured as pseudo-random generators and analyzers, and the signatures are then
shifted out along the scan path.

Standards

Exchange of data between different CAD systems and for delivering designsto silicon
foundaries are facilitated by standard dataformats. Some of the important ones are;

m  GDS2-abhinary mask description widely used in industry

m  Caltech intermediate form (CIF) — atextual mask description widely used by
academics.

m  Electronic design interchage format (EDIF) —aLISP like language incorporating
different views of adesign as behavioura, structural and physical descriptions.

m  VHSICHDL (VHDL( - an Adalike language for behavioural descriptions. (VHSICis
the US DoD very high speed integrated circuit programme).

Designing avery large scale integrated circuit is an extremely complicated businessand al the
usual techniques used by computer scientists to tackle problems of scale are applied.

Within a chip, power distribution requires care if sufficient current carrying capacity isto be
provided. Interdigitated power and ground lines are the standard solution. Care must also be
taken over clock distribution if phases are to be synchronised over awide area.

On apractica front, it isconvenient if prototype chips can be of sandard sizes and have similar
pin configurations, perhaps even a standard external interface to some micro-processor bus.
Thisleadsto theidea of design frames, standard arrangements of 1/O pads and driver circuitry
for chips. This can be extended to standard test boards into which the prototype chips are
inserted.
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Another prototyping technique is the multi-project chip in which several small designs are
fabricated within asingle die, sharing some of the external connection. This makes for
economies on the costs of overheads such as mask making and bonding.

Michagelmas 2001

52



VLS Design

Self-timed circuits

Early digital circuit designers explored various synchronization mechanisms. Globa
synchronization (clocked) proved to be faster and use fewer devices (vaves/vacuum tubes) than
local synchronization (self-timed) counterparts. Design is much simpler when timeis quantised
and interna state only changes at discreteintervals. Correct operation is ensured by making the
clock period slower than the time that combinatorial logic takes to settle.

However, advances in technology are making this approach less satisfactory for a number of
reasons.

m  With deep submicron CMOS, wire delays are becoming more significant than logic
delays. Consequently, global synchronization is becoming impractical due to clock
skew problems.

m  Didributing afast clock consumes alot of power and dynamic circuits consume
power even when they are not performing useful calculations.

m  The maximum clock speed is dictated by the worst case delay in combinational logic,
which may only arise with pathological data values.

m Delayson long paths mean that circuits can not be composed and still work at the
same clock speed.

m A safety margin on clock speed must be alowed to cater for variations in performance
with fabrication, age, temperature and operating voltage.

m A strong clock signal will radiate harmonics that may give rise to electro-magnetic
compatibility problems or pose athresat to security.

Thisisleading to arevival of research in self-timed design techniques that were largely laid to
rest in the mid 1960s.

Computing without clocks

There are two principle approaches to self-timing: matched delays (local clocking viadelay
element) and completion detection (embedding control signalsin with the data).

combinatorial
circuit

combinatorial
circuit

data data

uonoalep
uonajdwod

sayole| [erads
sayae| [e1oads

— request acknowledge control
(full’empty) logic

control

request GETID
circuit

acknowledge «— acknowledge

Matched Delays Completion Detection

Matched delays are usually generated via a combination of watching critical paths (e.g. carry
propagation for an adder) and additional delay elements (e.g. extrainverters). This approach
necessitates careful design and layout if the result isto befast. Currently this means a good deal
of hand placement.

Completion detection isamore “pure” form of self-timed circuit where a completion signd is
encoded with the data. Local completion determination (local “timing”) is achieved by
detecting (decoding) this completion signal.
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Encoding completion signals
Validity can beindicated by using dual-rail encoding. Two wires are used to represent every

logicd bit:
code meaning
Qi1Qo
00 clear
01 logica O
10 logica 1

This complicateslogic dlightly. For example, ahalf adder in conventional, single-rail
logic has the following truth table:

A B H C
0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1
So

H =-~AB+A-B
C =AB

using 6 gates with amaximum delay of 3 gates.
In dual-rail this becomes:

Ai_ Ao B By | Hi He G G
0 0 X X 0 0 0 0
X X 0 0 0 0 0 0
0 1 0 1 0 1 0 1
0 1 1 0 1 0 0 1
1 0 0 1 1 0 0 1
1 0 1 0 0 1 1 0

So:
Hl = AO-Bl + Al-BO
Ho = A().B() + Al.Bl
C]_ = Al.Bl
Co = Ao + Bo

using 8 gates but with amaximum delay of 2 gates.
Note how inversion can be achieved in dual-rail logic smply by swapping wires over.

Completion Detection

Compl etion detection may be achieved by ORing each pair of wires and then using atree of
Muller C-elements spanning all the signa wires (see next section).
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complete/cleared

Completion Detection Circuit

Muller C-elements

(a) symbol

(b) truth table

Classical Muller C-element

The Muller C lement israther like and AND gate with hysteresis, or an AND gate for events.
It can be considered as a mgjority gate with feed-back:

A
B C

Alternatively it could be implemented in gates:

N k)—a b—.—> C
However, this gives rise worries about correct operation if the delay along the feed-back pathis
too grest.

Thefollowing circuit is possiblein direct CMOS:
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—

The small invertor provides aweak feed-back to retain state.

A generalised C-element only requires a subset of the signalsto be at appropriate levelsto
switch its output:

» O O |Wm
X = o |0

R o X X |>»
= O O o [0

1 X
The previous CMOS circuit can be adapted as follows:

A—> " c —ro
s p—o—o —o—
B —» —{>o+—>
S—
C—>» o—

Delay models

When considering the correctness of acircuit that does not usea globa clock, it may be
necessary to make assumptions about the implementation. Several different models for the
delaysin gates and on wires may be used:

m Fundamental mode circuits assume upper and lower bounds on gate and wire delays
so that outputs settle between changes of the inputs. There will be aminimum delay
within which a set of changesto input signals must have occurred and a maximum
delay within which the outputs will have settled (before the next input change can
occur). These assumptions underpin the correct operation of clocked storage devices
such as D-type flip-flops made out of NOR gates.

m  Speed independent circuits assumethat al gate delays are finite (but unbounded) but
with no wire delays. Clearly matched delays can not be used and completion
detection is necessary.
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m Delay insensitive circuits assume that both gate and wire delays are finite (but
unbounded). Thisisthe most general model but designs are very complicated,
essentialy only using invertors and C elements.

m  Quas deay insensitive circuits broaden the DI model to allow isochronic forks,
separate paths carrying the same signal where the difference in delays on two pathsis
less than a gate del ay.

m Field forksare aspecia arrangement in MOS where asignal can control a sequence
of transistors by running polysilicon across their gates. It can then be assumed that
the transistors will switch in the same sequence.

Event FIFO

The circuit is depicted below. Events are edges (both positive and negative) with the
environment response indicated by the dotted inverter/wire.

RTiTN

Self-timed Event FIFO

This can be used to create self-timed micro-pipelines by interposing latches controlled by the
eventsthat store values on a data bus feeding through blocks of combinationa logic:

ReqIn P | | I ( Delay D—> Req Out
W
capture

Latches | Laces >

done pass|
Ackin < l ( Delay D | I g Ackout

Thisis used in the Amulet, the asynchronous version of the ARM processor devel oped at the
University of Manchester.

Signal Transition Graphs

Signal Transition Graphs (STGs) are used to specify the ordering of positive and negative
edges. Thisisactualy aform of Petri Net but without the places. The STG for one stage of an
event FIFO isdepicted in the next figure. The dotted lines represent the response from the
environment (effect of output to input changes) and solid lines represent interna response
(effect of input to output changes).

Michagelmas 2001 57



VLS Design

i v v |
i Regin+ . AckOut- i
i Ackln+ ReqOut+ :
e v v e
E RegIn- AckOut+ i
i AcklIn- ReqOut- i
: I 1 |

~ - ~ -

[

STG for one stage of an event FIFO

Challenges for ECAD

m  Synthesizing self-timed handshake circuits (good tools are becoming availabl€).

m  Constraining wiring delays and routing to ensure that control signals arrivein the
desired order (current floor planning tools can help constrain placement and new deep
submicron CMOS tools allow bounds on wire delays to be specified).
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Lecture review form

If high lecturing standards are to be maintained and lower standards to be raised, it isimportant
for lecturers to receive feedback about their lectures. Consequently, we would be grateful if you
would complete this questionnaire and return it to the Student Administration Office. A digest
of the information will be passed to the Staff-Student Liaison and Teaching Committees.

VLSI Design
Michaelmas 2001

Please tick the boxes bel ow:

Interest
Tedious Uninteresting Interesting Exciting
Level of material
Muchtoo | Toobasic | Slightly About Slightly Too Much too
basic basic right complicated | complicated | complicated
Breadth of coverage
Much too Too Slightly About Slightly Too Much too
general generd general right specific specific specific
Organisation of lectures
Chaotic Confused Adequate Brilliant
Assumptions
Assumed too little About right Assumed too much
Ease of understanding
Incomprehensible Confused Adequate Clear
Speed
Muchtoo | Toosow Slightly | About right Slightly Too fast Much too
slow sow fast fast
Delivery
Incoherent Halting Adequate Fluent
Notes
Poor Adeguate Excellent
Classes
Poor Adeguate Excellent
Supervision
Poor Adeguate Excellent
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