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## Formal Definition

- Given: A complete undirected graph $G=(V, E)$ with nonnegative integer cost $c(u, v)$ for each edge $(u, v) \in E$
- Goal: Find a hamiltonian cycle of $G$ with minimum cost.

Solution space consists of at most $n$ ! possible tours!
Actually the right number is $(n-1)!/ 2$

$2+4+1+1=8$

Special Instances

- Metric TSP: costs satisfy triangle inequality: $\left\{\begin{array}{l}\text { Even this version is } \\ \text { NP hard (Ex. 35.2-2) }\end{array}\right.$

$$
\forall u, v, w \in V: \quad c(u, w) \leq c(u, v)+c(v, w)
$$

- Euclidean TSP: cities are points in the Euclidean space, costs are equal to their (rounded) Euclidean distance


## History of the TSP problem (1954)

Dantzig, Fulkerson and Johnson found an optimal tour through 42 cities.

http://www.math.uwaterloo.ca/tsp/history/img/dantzig_big.html
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## Theorem 35.3
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Idea: First compute an MST, and then create a tour based on the tree.

Approx-Tsp-TOUR(G, $c$ )
1: select a vertex $r \in G . V$ to be a "root" vertex
2: compute a minimum spanning tree $T_{\text {min }}$ for $G$ from root $r$
3: using MST-PRIM $(G, c, r)$
4: let $H$ be a list of vertices, ordered according to when they are first visited
5: $\quad$ in a preorder walk of $T_{\text {min }}$
6: return the hamiltonian cycle $H$
Runtime is dominated by MST-PRIM, which is $\Theta\left(V^{2}\right)$.

Remember: In the Metric-TSP problem, $G$ is a complete graph.
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: select a vertex $r \in G . V$ to be a "root" vertex
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## Theorem 35.2
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## Can we get a better approximation ratio?

## Christofides( $G, c$ )

: select a vertex $r \in G . V$ to be a "root" vertex
compute a minimum spanning tree $T_{\text {min }}$ for $G$ from root $r$
3: using MST-PRIM(G, $c, r$ )
4: compute a perfect matching $M_{\text {min }}$ with minimum weight in the complete graph
5: $\quad$ over the odd-degree vertices in $T_{\text {min }}$
6: let $H$ be a list of vertices, ordered according to when they are first visited
: $\quad$ in a Eulearian circuit of $T_{\text {min }} \cup M_{\text {min }}$
return the hamiltonian cycle H
Theorem (Christofides'76)
There is a polynomial-time $\frac{3}{2}$-approximation algorithm for the travelling salesman problem with the triangle inequality.
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