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How can you apply a neural 
net to language?

“language does not naturally go here, ahem, but fortunately…..”



How can you apply a neural 
net to language?

“language does not naturally go here, ahem, but fortunately…..”

what’s the issue here????



That’s the whole point!!



What is James doing in the store room?



searching for a book…



What is that empty cup doing over there?



err..being a cup?



time flies like an arrow



fruit flies like a banana



The networks that are good at Go and 
Atari were first developed for this reason!



Finding structure in time - Elman, 1990



The simple recurrent 
network (now RNN)
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down now this is a story all about how my life got flipped turned upside



Suppose we have a vocabulary of 100k words.  

How many weights are there in Elman’s network?
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down

what is represented here?

now this is a story all about how my life got flipped turned upside



what is represented here?

now this is a story all about how my life got flipped turned upside down



Finding structure in time



Finding more structure in time 



Any downsides?

down now this is a story all about how my life got flipped turned upside
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“Vanishing” gradients
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“Vanishing” gradients
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(or exploding)

small change, big consequences
f

in an RNN



One final thing…
no output words…..

BPTT



But, more typically…

http://www.cs.toronto.edu/~ilya/rnn.html
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