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Introduction to the course

About this course

I An introduction to using Machine Learning (ML) in NLP
I part of the NLP ‘theme’, NOT a general introduction to ML
I Prerequisites: L90 (or similar) is essential. L95 (ideally).
I Timetable . . .
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Introduction to the course

An introduction to using Machine Learning (ML) in
NLP

I Lectures
I Seminars (ejb)
I Assessment (ejb):

I ‘ticked’ assessment: 5% attending and 5% presentation.
I essay or mini-project (main assessment: 90%), due on

January 16
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Introduction to the course

Sources of information

I Course web pages.
I Stephen Clark’s lecture notes / slides from 2015-16.
I Textbooks, see syllabus page:

NB draft/partial third edition of Jurafsky and Martin
https://web.stanford.edu/~jurafsky/slp3/

I Links to other material in slides where appropriate.
I L90 notes: Overview of NLP (for next L101 lecture, read

Overview of NLP lecture 3).
I Research Skills unit on significance testing issues:

November 28 14:00–15:00
please try and attend.

https://web.stanford.edu/~jurafsky/slp3/
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Machine learning in NLP

Machine learning, abstractly

datadata preparationtask

evaluation

model/algorithm

feature extraction
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Machine learning in NLP

Task

I Usually an abstraction from a real problem, or a piece of a
(possible) larger architecture.

I End-user systems vs experimental systems.
I Most research publications concern standard tasks:

sentiment classification of movie reviews, document
classification, POS tagging etc, etc.

I Task definition is the most difficult part of Applied ML and
the least discussed. First question in applied ML: is the
task sensible?

I Redefinition of tasks: e.g., MT was implicitly redefined as
highest BLEU score for SMT (NMT also assumes this).
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Machine learning in NLP

Data

I Used to train and test the ML system:
I Train
I Test: no overlap with training data, ideally unseen by

experimenter and only used once.
I Development: for preliminary experimentation as well as

parameter tuning.
I Supervision:

I Supervised: training data labelled with desired outcome
I Unsupervised
I Semi-supervised, moderately supervised etc

I Annotation:
I Manually annotated (expert vs crowd-sourced)
I ‘found’ annotation (e.g., star ratings for move reviews)
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Machine learning in NLP

Data acquisition

For NLP, usually a text corpus, possibly with additional material
(parallel text, images, etc).

I Realistic data for task?
I Where from?
I How much is needed?
I Annotation?
I Annotation for evaluation?
I Training/test/dev split? Test/dev data: hold out items or

classes?
I Availability to others?



Machine Learning for Language Processing (L101)

Machine learning in NLP

Model/algorithm

I Choice of model and algorithm for task, given available
data and features.

I Training time and running time.
I Fast and dumb often better than slow and sophisticated

(unless you want to publish . . . )
I Robustness, consistency.

“All models are wrong but some are useful” (Box, 1978)
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Machine learning in NLP

Model/algorithm

I Choice of model and algorithm for task, given available
data and features.

I Training time and running time.
I Fast and dumb often better than slow and sophisticated

(unless you want to publish . . . )
I Robustness, consistency.

“All models are wrong but some are useful” (Box, 1978)
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Machine learning in NLP

Features

I Information extracted from data.
I e.g., individual words from the text (using spaces as

boundaries): bag of words
I automatically annotated with part of speech tags, syntactic

dependencies . . .
I additional data sources: e.g., WordNet, Wikipedia
I ML systems are somewhat robust to errors in features
I complex systems may involve several layers of annotation
I feature selection as part of ML models
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Machine learning in NLP

Machine learning, variants

datadata preparationtask

evaluation

model/algorithm

feature extraction

other ML system
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Machine learning in NLP

Machine learning, variants

datadata preparationtask

evaluation

model/algorithm

feature extraction

hand-built resource
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Machine learning in NLP

Evaluation

I Different metrics/approaches for different problems
I Human evaluation (possibly using crowdsourcing)
I Standardized test sets / metrics

I Notion of ‘best’ performance depends on details of task:
e.g., spam filtering — can the user see the mail marked as
spam?

I Sensible choice of baseline: don’t fool yourself about your
system . . .

I Significance testing: almost never done correctly in NLP!
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Machine learning in NLP

Standard/shared tasks

datadata preparationtask

evaluation

model/algorithm

feature extraction

PROVIDED

PARTICIPANT
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ML paradigms

Different ML paradigms for NLP

I Classification (predefined categories). e.g.,:
I document → category
I word sequence → category sequence (e.g., POS tagging)
I word pairs → binary values (anaphora resolution, see L90)

I Clustering (no predefined categories):
e.g., document set → document groups

I word sequence → word sequence
I Statistical/Neural MT
I Sentence compression etc (regeneration)

I word sequence → structured representation
I word sequence (or speech) → action
I structured representation → word sequence
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Text classification

Some types of document classification

I Topic:
I source: ad hoc (e.g., email) vs conventionalized

(e.g., library categories)
I organisation of classes: flat vs hierarchical
I class membership: one-of vs any-of

I Sentiment: positive, negative or neutral.
Whole texts or text fragments.

I Spam, adult content (safe search), etc: binary (possibly
with score).
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Naive Bayes for text classification

Statistical classification
Choose most probable class from set of classes C given a
feature vector ~f (ĉ means “estimate of c”):

ĉ = argmax
c∈C

P(c|~f )

Apply Bayes Theorem:

P(c|~f ) = P(~f |c)P(c)

P(~f )

Constant denominator:

ĉ = argmax
c∈C

P(~f |c)P(c)
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Naive Bayes for text classification

Naive Bayes Classifier

Rather than considering all the features together:

ĉ = argmax
c∈C

P(~f |c)P(c)

We make the (‘naive’) independent feature assumption:

ĉ = argmax
c∈C

P(c)
n∏

i=1

P(fi |c)
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Naive Bayes for text classification

NB with binary-valued word features (Bernoulli)

I Vocabulary is a list of all words in the documents
(excluding any in a stop list).

I Feature vector ~f for document d : for each item wi in the
vocabulary, generate 1 if wi is in d , 0 otherwise.

I Estimate P(fi |c) as the fraction of documents of class c
that contain wi .

I Estimate P(c) as the proportion of documents which have
class c.

I Alternatively, Multinomial Naive Bayes: uses frequencies of
words in documents.
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Naive Bayes for text classification

Some properties of Naive Bayes

I The independence assumption is wrong!
e.g., consider ‘Hong’ and ‘Kong’.

I Very bad probability estimates but is a reasonably good
(and robust) classifier: for some problems we only need
the ranking of the classes.

I Optimal in terms of efficiency (linear).
I A good baseline for classification experiments.
I Usually: multinomial NB better for topic classification

(especially for long documents), binary-valued better for
sentiment analysis.
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Naive Bayes for text classification

Generative models

I NB is a generative model: we train a model of the joint
distribution of observations and classes, P(~f , c)

I We could find the words associated with the classes, may
be useful property for debugging/error analysis.

I Hence, for multinomial NB, this is equivalent to a unigram
model.

I Contrast discriminative models, where train the posterior
distribution of the class given the observation: P(c|~f )

I Also: discriminant functions — we just train a mapping
from the observation to the class label without the
probability.



Machine Learning for Language Processing (L101)

Topic classification without understanding

What’s the topic? English Wikipedia sentences.

Document A:
Thus, what started as an effort to translate between languages
evolved into an entire discipline devoted to understanding how
to represent and process natural languages using computers.

Document B:
An extreme example is the alien species, the Vulcans, who had
a violent past but learned to control their emotions.
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Topic classification without understanding

What’s the topic? German Wikipedia sentences

Document A:
Es umschließt die Mündungen des Hudson River und des East
River in den Atlantischen Ozean und erhebt sich
durchschnittlich sechs Meter über den Meeresspiegel.

Document B:
Ein weiteres Vorbild war der britische Aufklärungsoffizier,
Vogelkundler und Hochstapler Richard Meinertzhagen.
Schließlich bediente sich Ian Fleming auch der Geschichten
und des Charakters des serbischen Doppelagenten Dus̆ko
Popov aus dem Zweiten Weltkrieg.
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Topic classification without understanding

What’s the topic?

Bitcoin?
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Topic classification without understanding
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Topic classification without understanding

Observations

I Full text understanding isn’t always/usually necessary for
classification.

I Individual words can be very good cues, especially when
classes are very different.

I Some words are more useful than others (class titles
especially!)

I Metadata etc: but ignore that here.
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Topic classification without understanding

Further reading

I Much more in the readings for the seminars: see course
web page.

I Chapter 6 of
https://web.stanford.edu/~jurafsky/slp3/

I Chapter 13 of Manning et al.

https://web.stanford.edu/~jurafsky/slp3/
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Topic classification without understanding

Next time

I Tuesday, October 10, 12:00
I POS tagging
I READ the notes for Lecture 3 from L90 before the lecture
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