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Context

• Language Modelling 
• Count-based approaches. 
• Continuous space models. 

• Argument that previous research focused on PTB 
too heavily.



Aims
• Present current research on language models. 

• Extend several NN approaches to better tackle 
issues of: 
• Corpora and vocabulary sizes. 
• Long term and complex language structures. 

• Apply and evaluate these approaches to ‘One 
Billion Word’ benchmark.



Softmax Optimisations

• |V| * |h|, where V is the vocabulary set and h is the 
set of contexts. 

• Computationally expensive during training when 
vocabulary is large.



CNN Softmax

• Calculate embedding for Softmax logit as  
ew = CNN (charsw) 

• Argument made that vector ew can be 
precomputed, so no additional computational 
complexity compared to regular Softmax.



CNN Softmax

• Many logit ties, authors found the mapping from 
character sequence to embedding is smooth.  

• Lower learning rate meaning increased training 
time.



Char LSTM Predictions

• CNN Softmax layer still 
slow. 

• Instead, provide hidden 
state of LSTM to C-LSTM, 
to predict word one 
character at a time.



Experiments

• Trained and evaluated on 1B Word Benchmark 
data.  
• 0.8B words 
• Vocabulary of 793,471 

• Perplexity as evaluation metric. 

• Evaluation of several literature models.









Advocate Criticism

• Good contextualisation 
• Evaluation of a number of 

models as baselines. 
• Two metrics - parameters and 

perplexity. 

• Evaluation 
• Motivation to reduce 

parameterisation of models 
could be further expanded.

• Experiment 
• Novel ideas attempted in 

several areas, with varying 
degrees of success. 

• CNN Softmax 
• Work here seems overly brief 

and without justification for 
some methods tried. 

• Would be useful to see 
function mappings for 
similarly spelt words.




