
Listwise Approach to Learning 
to Rank – Theory and Algorithms

Presented by Jay Shah



Listwise Approach - Overview

• Takes ranked lists of objects as instances 

• Trains a ranking function through a 
listwise loss function. 

• Claimed to perform better on IR than 
Pointwise/Pairwise



Listwise Approach – Expected Loss 

R(h) = l(h(x), y)dP(x, y)
X×Y∫

loss function= l (h(x), y) = {
1, if h(x) ≠ y
0, if h(x) = y



Listwise Approach - Sampling

Rs(h) =
1
m

l (h(x(i ) )), y(i ) )
i=1

m

∑

h(x(i ) ) = sort(g(x1(i ) ),...,g(xn(i ) ))

Rs(g) =
1
m

l(sort(g(x1(i ) ),...,g(xn(i ) )), y(i ) )
i=1

m

∑



Listwise – Surrogate Loss

Rs(g) =
1
m

l(sort(g(x1(i ) ),...,g(xn(i ) )), y(i ) )
i=1

m

∑

Rφ
s(g) =

1
m

φ(g(x(i ) ), y(i ) )
i=1

m

∑



Theoretical Analysis

• Consistency  

• Soundness 

• Continuity, differentiability and convexity 

• Computational efficiency



Case Studies

• Likelihood Loss           !    ListMLE  

• Cosine Loss                  !        RankCosine  

• Cross Entropy Loss      !       ListNet



Likelihood Loss

φ(g(x), y) = − log exp(g(xy(i ) ))
exp(g(xy(k) ))k=i

n
∑i=1

n

∏



Cosine Loss

φ(g(x), y) = 1
2
(1−

ψy(x)T g(x)
||ψy(x) || || g(x) ||



Cross Entropy Loss

φ(g(x), y) = D(P(π | x ;ψy) || (P(π | x ; g))



Surrogate Loss Comparison

Loss Consistenc
y

Soundnes
s

Continuit
y

Differentiabili
ty

Convexit
y

Complexit
y

Likelihood ✓ ✓ ✓ ✓ ✓ O(n)

Cosine ✓ ✕ ✓ ✓ ✕ O(n)

Cross 
Entropy

✓ ✕ ✓ ✓ ✓ O(n! x n)



ListMLE



Experiment on Synthetic Data

• Randomly sample a point on area [0,1] x 
[0,1] 

• Assign score using  

• Generate 15 points and scores this way.

y= x1 +10x2 +ε



Experiment on Synthetic Data



Experiment on OHSUMED Data 

• 106 queries, 16,140 query-document 
pairs. 

• Definitely relevant, possibly relevant, or 
not relevant. 

• Normalized Discounted Cumulative Gain 
(NDCG).



Experiment on OHSUMED Data 



Future Work

• More theoretical analysis on properties of 
loss functions. 

• Cost sensitive loss function instead of 0 - 
1 loss. 

• Investigate other surrogate loss functions



Thank you for listening

Questions?


