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L7: Word Embeddings



Neural Distributional Models

Continuous bag of words model, from Mikolov et al. 2013



Neural Distributional Models

Skip-gram model; picture taken from Mikolov et al. 2013



Skip-Gram “Language Modelling”
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where C(w) is the set of contexts for each word w
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where D is the set of word, context pairs



Parameterisation of Skip-Gram

p(c|w, θ) = evc·vw�

c�∈C

evc� ·vw

where vc and vw ∈ Rd are vector representations for c and w

and C is the set of all possible contexts



Negative Sampling
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where D = 1 when (c, w) is from the data and D = 0 when not

and D� is a set of negative word, context pairs



Negative Sampling
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where σ(x) = 1
1+e−x



Sampling Details

For each (w, c) ∈ D we construct k samples (w, c1), . . . (w, ck)

where each cj is sampled from the unigram distribution
3
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The contexts are taken from a window of size N around

the target word: wi−N , . . . , wi−1, wi+1, . . . , wi+N

where N is sampled uniformly between 1 and N for each word

words appearing less than M times are discarded



Linguistic Regularities?

Taken from Mikolov et al. 2013
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Evaluation

Baroni et al., Don’t count, predict!

• Semantic Relatedness

love sex 6.77
tiger cat 7.35
tiger tiger 10.00
computer internet 7.58
plane car 5.77
doctor nurse 7.00
professor doctor 6.62
smart stupid 5.81
stock phone 1.62



Evaluation

Baroni et al., Don’t count, predict!

• Synonym Detection (TOEFL)



Evaluation

Baroni et al., Don’t count, predict!

• Concept Categorization



Evaluation

• Selectional Preferences

Baroni et al., Don’t count, predict!



Evaluation

Baroni et al., Don’t count, predict!

• Analogy



Results

• Baroni et al. report very strong results for the 
“predict” over the “count” vectors

• But see Levy and Goldberg (NIPS, 2014) for a 
more nuanced picture

Baroni et al., Don’t count, predict!


