Finite Automata
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Example of a finite automaton

b a
A a a a
M—M (3" A2
b b b

set of states: {qo, g1, 92,93}
input alphabet: {a,b}

transitions, labelled by input symbols: as indicated by the above
directed graph

start state: qo

accepting state(s): g3
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M

» Look at paths in the transition graph from the start
state to some accepting state.

» Each such path gives a string of input symbols, namely
the string of labels on each transition in the path.

» The set of all such strings is by definition the
language accepted by M, written L(M).

Notation: write g e g’ to mean that in the automaton there is a
path from state g to state g’ whose labels form the string u.

(N.B. g —* ¢’ means g = ¢’.)
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Example of an accepted language

b a
A a a a
M £ () A9
b b b

For example

aaab

» aaab € L(M), because gp —* g3

abaa

» abaa ¢ L(M), because Vq(qo —* q <& q = q2)
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Example of an accepted language

b a
A a a a
M—M (3" A2
b b b

L(M) = L((a|b)*aaa(alb)*)

set of all strings matching the

Claim:

regular expression (a|b)*aaa(a|b)*

(g; (for i =0,1,2) represents the state in the process of reading a string in which the last i
symbols read were all as)
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Non-deterministic
finite automaton (NFA)

is by definition a 5-tuple M = (Q, X, A, s, F), where:
» Q is a finite set (of states)
» X is a finite set (the alphabet of input symbols)

» A is a subset of Q@ X X X Q (the transition relation)

» s is an element of Q (the start state)
» F is a subset of Q (the accepting states)

Notation: write “g = g’ in M" to mean (g,a,q9") € A.
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Example of an NFA

Input alphabet: {a,b}.
States, transitions, start state, and accepting states as shown:

For example {q | 41 R q} = {q2}
b
{9191 —q} =0
{g9190 = q} = {90,711}

The language accepted by this automaton is the same as for the automaton on
Slide 44, namely {u € {a,b}* | u contains three consecutive a's}.
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A deterministic finite automaton (DFA) is an NFA
M = (Q, X%, A,s, F) with the property that for each state
g € Q and each input symbol a € Xy, there is a unique

state g’ € Q satisfying g N q’.

Ina DFA A C Q X X X Q is the graph of a function Q X ¥ — Q,
which we write as ¢ and call the next-state function.

Thus for each (state, input symbol)-pair (g, a), (g, a) is the unique
state that can be reached from g by a transition labelled a:

Vg' (g = q < q' =5(q,a))
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Example of a DFA

with input alphabet {a,b}

b a
b b b

next-state function: g1 | g2 qo
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Example of an NFA

with input alphabet {a, b, c}

b a
A a a a
M—M (3" A2
b b b

M is non-deterministic, because for example {g | go — g} = @.
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An NFA with e-transitions (NFA?)
M= (Q,X%X,A,s F,T)
is an NFA (Q, X, A, s, F) together with a subset
T C Q X Q, called the e-transition relation.

Example:

Notation: write “g — g’ in M" to mean (q,4’) € T.
(N.B. for NFA%s, we always assume ¢ & X.)
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M= (Q,X%L,A,s, F,T)
» Look at paths in the transition graph (including
e-transitions) from start state to some accepting state.

» Each such path gives a string in £*, namely the string
of non-¢& labels that occur along the path.

» The set of all such strings is by definition the
language accepted by M, written L(M).

o

Notation: write g = g’ to mean that there is a path in M from state
g to state g’ whose non-¢ labels form the string u € X*.
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An NFA with e-transitions (NFA?)
M= (Q,X%X,A,s F,T)
is an NFA (Q, X, A, s, F) together with a subset
T C Q X Q, called the e-transition relation.

Example:

For this NFA® we have, e.g.: qo = qz2, 9o = g3 and qo = q7.

In fact the language of accepted strings is equal to the set of strings
matching the regular expression (a|b)* (aa|bb)(a|b)*.
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Example of the subset construction

&E

next-state function for PM

a b

) ) )
{90}  [{90.91,92} {492}
{g1} {g1} D
{92} D {92}
{9091} | {90,91,92} {42}
{90,92} | {90,91,92} {42}
{91, 92} {g1} {92}

190,91, 92}

{90,91, 92} {492}
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Theorem. For each NFA* M = (Q,X,A,s,F, T) there
isa DFA PM = (P(Q), %L, d,s’, F’) accepting exactly
the same strings as M, i.e. with L(PM) = L(M).

Definition of PM:

» set of states is the powerset P(Q) = {S | S C Q} of the set
Q of states of M

» same input alphabet X as for M

» next-state function maps each (S,a) € P(Q) X X to
5(S,a) 2 {q’ €Q|3IgE€S.q=4q in M}

> start stateis s’ £ {g' € Q| s = g’}
> subset of accepting sates is F/ = {S € P(Q) | SNF # @}

To prove the theorem we show that L(M) C L(PM) and L(PM) C L(M).
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