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Abstract

We use a set of photographs showing similar scenes as a model for a single photograph this scene. A distance
measure for this model is defined by correlating the neigborhoods of pixels in similar positions. A cross analysis
of the source images yields confidence values for their pixels. The confidence values together with the distances
in pixels are used to steer a variable bandwidth mean shift algorithm that moves an arbitrary image towards one
conforming with the model. Furthermore, distances are also used for a non-local means reconstruction of image
areas that have no consistent explanation in the source images. This allows reconstructing images of scenes that
are inconsistently documented in the source images, e.g. are occluded in the majority of images.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture and Image Gen-
eration

1. Introduction

We are tackling the problem of synthesizing new images
from a set of photographs showing a similar scene, inspired
by photographic art that is based on blending many single
photographs to reveal patterns or regularities. The techni-
cal challenges appear similarly in the area of Computational
Photography [RTLN07], where a set of photographs from
the same viewpoint are combined to overcome limitations of
the classical photographic process, or achieve certain artistic
effects. Examples include:

• Combining several illumination situations [Hae84].
• Blending together panoramas from different images

[Che95, SS97]
• Generating and then mapping images with increased dy-

namic range from a set of digital photographs [DM97,
Ash02, FLW02, RSSF02, DD02, MMS05]

• Removing artifacts of flash lighting by combination with
a photograph of the naturally lit scene [ARNL05,PSA∗04,
ED04]

• Combining several instances of a moving object [FZ03]

More examples and a detailed discussion can be found in the
notes of courses on Computational Photography [RTLN07]
and on the websites of its authors. In many of these works
it is assumed that the scene is constant while all images are
taken. However, in all but studio situations this is not the

case: many objects move and appear in different positions or
in all but few of the images. This problem has been consid-
ered especially in the area of high dynamic range imaging,
as de-ghosting (see Chapter 4.7 of the book by Reinhard et
al. [RWPD05] and in particular [KAR06] for a an approach
that is very related to ours), it could also be dealt with inter-
actively and using graph cuts [ADA∗04].

We are aiming at unsupervised learning of the likely scene
elements from a set of images. While we demonstrate our
basic algorithm at the example of image sets taken from
the same viewpoint, our main goal is synthesizing new im-
ages from sets of images showing different objects, inspired
by works in photography based on blending many input
photographs. Compared to simply averaging or supervised
blending, our synthesis process is based on a model that is
supposed to distill the “essence” from the input automati-
cally. We will later explain how our process differs from re-
lated approaches.

If the set of images has a clearly dominant value for each
pixel it is likely that these dominant values represent the con-
stant part of the scene and they could be easily extracted
(such as with standard de-ghosting approaches). We have
found, however, that in many of the situations we are in-
terested in only a subset of the pixels give rise to an easily
identifiable static image content. Still, as long as the static

c© The Eurographics Association 2007.

http://www.eg.org
http://diglib.eg.org
nad10
Rectangle

nad10
Rectangle

nad10
Rectangle

nad10
Text Box
Thanks to the author for permission to use this paper on the Research Skills course.Copyright, the Eurographics Association.This copy of the paper is provided under the University of Cambridge's license from the Copyright Licensing Agency. Copying this copy is a breach of copyright.



M. Alexa / Extracting the essence from sets of images

Figure 1: Seven photographs of the Reichstag building in Berlin taken within 5 minutes. The left image shows the whole
photograph, the other images show a smaller part for the 6 other images.

content is visible in a (possibly small) subset of images we
would like extract it.

Figure 2: The mean of the source images (top) is smooth
but exhibits ghosting artifacts, and the flags are smeared out.
The image of pixel values with maximum likelihood (middle)
as well as or forming large clusters (bottom) are discontinu-
ous, including seemingly smooth areas such as the sky.

See for example the set of images in Figure 1, which have
been taken during five minutes with the camera placed on an
object. While it appears that this set would be easy to deal
with, several approaches based on statistics of correspond-
ing pixels fail (Figure 2): simply taking the mean value for
each pixel generates "ghosts" of transient image content, as
expected. Maximizing the likelihood for each pixel, or con-
verging to the largest cluster of similar pixel values gener-
ates discontinuous results over smoothly varying areas, here
mostly visible in the sky. Note that because of these slight
differences in tone and brightness we do not want to select
pixels from the source images. Yet, this is what graph cut
approaches would do, which is why they are likely to fail on
the data we are dealing with.

Our main idea for improving the results of these simple
approaches is rather optimizing spatial coherence in the im-
age domain then coherence over the set of source image pix-
els. In particular, we prefer pixels that have identical neigh-
borhoods in a few images over pixels with similar values in
many images. Enforcing coherency in the image domain and

might also help inferring information for regions in which
the source images have no simple statistics. The results for
the technique we have derived based on this principle for the
example images mentioned before are shown in Figure 3.

Our approach to implementing these goal combines sev-
eral tools from image processing. We implicitly define a
model from the image sequence by a distance measure (sec-
tion 2), which compares pixels based on their (relative)
neighborhood values. However, distance to the source im-
ages based on the mean neighborhood distances, is averaged
over only a subset of the source images to accommodate
transient elements in the source images. This distance mea-
sure is then exploited to steer a variable bandwidth mean
shift algorithm (section 3). Distances control both weighting
the values in the source images and kernel sizes. If this local
mean shift fails to converge for some regions we switch to a
non-local version, filling in regions of the image with parts
that are consistent with the model (section 4).

Applications of this procedure are manifold. A particu-
lar use is to exploit other artistic computational photography
techniques based on images sets. We are more aiming at gen-
erating new, aesthetically pleasing images, which are blurry
only in areas that have no dominant explanation in the input,
and clearly depict content that appears in several images.

2. The model

The main idea of this work is that a set of discrete images
I j, j ∈ 1, . . . ,n describes the scene. We refer to the pixel at
(x,y) in the j-th image as I j(x,y). Furthermore, we assume
throughout this paper that all images have identical dimen-
sions.

For our example, we assume that similar areas in the im-
ages are associated with similar scene elements. For the ex-
amples with the same scene we have the input images us-
ing [War03].

The model is implicitly described by the source images.
First, we define the distance of an image to the model. Based
on this definition of distance, we compute the distance of
each of the source images to the model. This yields con-
fidence values for each pixel in the source images, which
could be used to refine the model.
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Figure 4: The confidence images for the set of input images for the Reichstag set of images, computed based on 7× 7 neigh-
borhood patches. Darker pixels reflect small distance to the model represented by the image set and, thus, high confidence.
Conversely, light pixels depict low confidence. Only the first five out of seven source images are shown.

Figure 3: Results of the mean shift procedure we are
proposing to move images towards the model associated
with the set of source images. Here, coherence is optimized
over neighborhoods of different sizes – from top to bottom:
3×3, 5×5, 7×7.

2.1. Distance to the model

Given a test image T , we like to quantify for each pixel
T (x,y), how likely it is to be consistent with the model de-
scribed by the source images {I j}. For a pixel to be con-
sistent with the model it should be similar to k out of the n
source images.

However, this classification should be spatially coherent
in the test image space, i.e. if isolated pixels in T belonging
to a transient object happen to be consistent with the model
they should not be classified as consistent. We achieve this
spatial coherency by comparing pixel neighborhoods rather
than only the pixel.

So, let pT (x,y) be a patch around (x,y), i.e. the vector

pT (x,y) =(T (x− s,y− s), . . . ,T (x+ s,y− s),

. . . ,

T (x− s,y+ s), . . . ,T (x+ s,y+ s)),

(1)

containing the pixel values of a (2s+1)×(2s+1) sub-image
around (x,y).

In order to evaluate T (x,y) we compare pT (x,y) with all
pI j (x,y). Specifically, if the illumination in all source and
test images is similar, we simply use Euclidean distance of
the patch vectors as the measure of their difference, i.e.

dI j ,T (x,y) =
∥∥pT (x,y)− pI j (x,y)

∥∥ (2)

Alternatively, if illumination might change over source
images or is expected to be different in the test image, we
use individually normalized patch vectors with zero mean,
i.e.

p̂T (x,y) =
pT (x,y)− p̄T (x,y)
‖pT (x,y)− p̄T (x,y)‖ (3)

where p̄T (x,y) is a constant vector of the mean of pT (x,y).
We denote the differences of these vectors as d̂I j ,T (x,y).
Note that this distance is similar in spirit to normalized cross
correlation, the classic building block in many visual feature
analysis algorithms [DHS00].

The k-smallest individual difference values are then aver-
aged to yield to the final distance to the model, i.e.

DI,T (x,y) = k−1
k

∑
c=1

dI jc ,T (x,y),

dI jl ,T (x,y)≤ dI jl+1 ,T (x,y), l ∈ [1, . . . ,n−1].
(4)

The main reasoning for using only the k-smallest individual
distances is to compensate for the fact that not all source im-
ages are representative for the scene content at (x,y). A close
fit to only k of all n source images is significant and means
that the test image is very close to the model at this point.
Note that k need not be greater than n/2 for this approach to
work – in fact, we have used k = 3 or k = 4 for most of the
examples.

2.2. Confidence values for the source images

Using the operator D we compute for each source image I j
a confidence image C j. In particular, C j is defined as DI,I j ,
however, with k increased by one, as I contains I j and the
distance of an image to itself is zero. Figure 4 shows the set
of confidence images for the Reichstag example.
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Figure 5: The convergence process and the adapting kernel sizes for a set of 7 images of the Siegessäule and a street with
heavy traffic in Berlin. Here, we have used neighborhood patches of size 5×5.

3. Mean shifting towards the model

The main idea for moving a template image T towards the
model is to shift each pixel value towards a weighted mean
of pixels in the source images, i.e. T is replaced by T ′, re-
peatedly, where T ′ is defined as

T ′(x,y) =
n

∑
j=1

wj(x,y)
W (x,y)

I j(x,y) (5)

where the weights wj(x,y) are computed locally and based
on the distance of T to each of the source images I j as well
as the confidence maps. This is inspired by mean shift algo-
rithms [CRM01, CM02], which have proved to be useful in
mode and feature selection (e.g., image segmentation).

The natural ingredient for the weights wj(x,y) are the dis-
tance dT ,I j (x,y) of the current template pixel T (x,y) to each
of the source pixels I j(x,y) and the confidence of each of
the source pixels C j(x,y). We use a Gaussian for defining
the weight based on these distance, i.e.

wj(x,y) =e
−

d2
T ,I j

(x,y)

h2(x,y) e
−

C2
j (x,y)

h2(x,y)

W (x,y) =
n

∑
l=1

wl(x,y)
(6)

One key idea in our mean shift algorithm exploits the con-
venient fact that the kernel size h(x,y) can be selected locally
and adaptively during the mean shift iterations [Com03].
The reasoning for estimating the kernel size is as follows:
if the distanceDT ,I(x,y) in a pixel to the model is large, we
need to use a large kernel; however, if the distance is small,
then using a smaller kernel will favor a subset of pixel values
in the source images that are apparently representing static
scene content. Consequently, we set

h(x,y) =DT ,I(x,y). (7)

The general idea of adjusting the individual contributions

of the source images for each pixel is similar to the de-
ghosting approach of Khan et al. [KAR06]. However, our
definition of contributions is different as it mostly depends
on the k most similar neighborhoods in the source images.
Notice what this definition entails for pixels with a dominant
value among the source images: as the value in the template
moves towards the dominant value, the distance to this value
get smaller and so does the kernel. This further increases
the relative weights for the dominant value, further reduc-
ing the kernel, and so on, until the kernel size is zero and
the pixel assumes the dominant value. In this way, our adap-
tive bandwidth mean shift algorithm removes outliers in the
source images and converges to the dominant value(see Fig-
ure 5 for a sequence of mean shift steps together with gray
scale coded images of the distances/kernels). In contrast, the
algorithm of Khan et al. always considers all source pixels,
and its stable state would usually include, albeit with small
weights, also the outlier pixels.

Because distances are taken from image neighborhoods
rather than just pixel values, this convergent behavior is spa-
tially coherent, i.e. if the source images contain several dom-
inant modes, mode selection is done coherently over the
template. This makes the algorithm stable even for pixels
that contain the static scene content in only very few source
images. In other words, sub-dominant modes in the model
could be selected based on spatial coherence.

If a pixel has no dominant value in the source images
whatsoever, the kernel size will not vanish during the mean
shift iterations. This is typically the case for pixels that also
have low confidence C j(x,y) for all source images, i.e. pixels
for which there is no easily extractable information. How-
ever, the non-vanishing kernel during the iteration is very
useful information, namely reflecting the fact that the pixel
value is not consistent with the model.
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Figure 6: A set of images showing the Brandenburg gate in Berlin, taken within 10 minutes, while the camera has similar but
not completely identical view directions.

4. Non-local mean shifting

While the mean shift algorithm quickly converges to dom-
inant pixel values in the source images, it cannot provide a
useful answer for pixels that have no clear explanation in
the model (see the set of images in Figure 6, especially the
area under the Brandenburg gate detailed in Figure 7 and
the results for the mean shift procedure in Figure 8). Our
idea to overcome this problem is to use values of pixels with
high confidence elsewhere in the image. The idea of plac-
ing pixels based on neighborhood statistics is common for
stochastic textures [EL99,WL00,EF01], however also works
for structured content, i.e. filling holes in images [DCOY03].
Our approach is mostly inspired by smoothing using non-
local means [BCM05a, BCM05b] and in terms of the result-
ing algorithm very similar to the UINTA approach by Awate
et al. [AW05, ATW05].

If the mean shift iterations yield a constant non-zero ker-
nel size, we are extending the comparison of patches and
convex combination of pixel values to a small neighbor-
hood around the current pixel (x,y). However, performing
this extended search for good matching pixel neighborhoods
in source images can be very expensive. We exploit the fact
that usually many pixels in the template image did converge
to a dominant pixel value. So it is sufficient to search over
pixels in the template having small distance to the model.

In particular, given a template image T ′ after few mean
shift iterations, we perform a non-local mean shift for pixels
T ′(x,y) with DT ′,I(x,y) > ε as follows:

T ′′(x,y) =
x+s

∑
u=x−s

y+s

∑
v=y−s

ω(x,y,u,v)
Ω(x,y)

T ′(u,v) (8)

Here, the weights ω(x,y,u,v) are based on the distances
DT ′,I(u,v) and an adapted distance metric for compar-
ing patches within T ′. This adapted distance metric takes
the confidence DT ′,I into account, i.e. distances between
values are considered to be important only for pixels that
are believed to have reasonable value. In particular, rather
than computing the inner product of the difference vectors
pT ′(x,y)− pT ′(u,v) with itself and then the square root,

Figure 7: Zoom-in of the pedestrian area under the gate,
showing that the walls of the gate are occluded in all but
a few images. Also note that the colors of the transient ob-
jects (clothing of the pedestrians) is very similar due to the
illumination.

we simply use

t(x,y,u,v) =

〈
pT ′(x,y)− pT ′(u,v), pDT ′ ,I (x,y)

〉1/2

∥∥∥pDT ′ ,I (x,y)
∥∥∥

(9)

as DT ′,I(x,y) only contains non-negative values.

Based on this distance measure for comparing patches
within T ′ we define the weights, here using the distances
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from T ′ to the model as confidence values

ω(x,y,u,v) = e
− t2(x,y,u,v)

h2(x,y) e−
D2

T ′ ,I (u,v)

ε2

Ω(x,y) =
x+s

∑
u=x−s

y+s

∑
v=y−s

ω(x,y,u,v).
(10)

Note that we use ε as kernel size for the confidence term –
the reason is that we want to give high weights only to pixel
values that are close to the model.

We have found it particularly useful to repeat the stan-
dard mean shift procedure after few iterations of this non-
local smoothing, however, with k decreased (see Figure 9).
What happens is that the non-local smoothing fills in trusted
pixel values into regions with untrusted values. These values
might be found in the source images, yet perhaps only few
of them. Reducing k allows pixel values to converge against
smaller clusters of values. While this would be dangerous in
the beginning of the process as pixel values could converge
against sub-dominant values, when most pixels are already
stable this only affects untrusted pixels.

Figure 8: The three rows show the results of the mean shift
procedure with patch sizes 1×1 (similar to per pixel cluster
analysis), 3× 3, and 5× 5. Because of the incoherent input
the output also fails to resemble the gate.

5. Application and results

We have implemented the operators and the mean shift pro-
cedures as they are described above using the CImg library.
Results can be found in the images used as illustrations in
the previous sections. In all our results we have used neigh-
borhood patches with zero mean, but have not normalized
the magnitude.

A step of the mean shift procedure requires considering
each pixel and its neighborhood in each of the source im-
age. So, quite naturally, the computational complexity of this
procedure linearly depends on the number of pixels in the in-
put images, the number of images, and the number of pixels
in the neighborhood. From our experiment we suspect that
the constant involved is heavily affected by cache coherency,

Figure 9: Applying the non-local mean filter and the apply
mean shift to the result: the first row shows the non-local
means result starting from the 5× 5 mean shift results de-
picted in the last row in Figure 8. For the next row this result
has been used as the starting point of mean shifting. The
following two rows show another application of the same
sequence.

Figure 10: The full image of one the results obtained for
the image sequence depicted in Figure 6. We have obtained
a variety of interesting results, showing that different param-
eter settings might give better results for particular parts of
the scene, but it is difficult to get the expected result in all
parts for one set of parameters.

which we have not optimized. It also appears natural to keep
track of the pixels that are still moving towards the mean in
each step. We have also not yet exploited this information.

Apart from applying the procedures to images of exactly
the same scene, especially when using the non-local mean
shift approach we can also process images of different ob-
jects. We have applied the technique to a set of images of
very similar, yet different content: Figure 11 shows a set of
photographs of five different benches (observe the different
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Figure 11: Images of 5 different benches. While the benches might look similar, the concrete in the background exhibits different
patterns. Note that no attempt was made to register the images.

patterns of the concrete around the bench). As the benches,
the geometry of the background, and the viewpoints are
slightly different we have not registered the images – we
assume the non-local process will still find static scene ele-
ments. Indeed, interweaving mean shift and non-local means
we are able to get interesting results (Figure 12).

We have also experimented with adding all transient ob-
jects to an image rather than trying to remove them. How-
ever, it turned out to be very difficult to avoid occlusions
that are clearly improper.

6. Discussion

The mean shift procedure based on patch neighborhoods
proved to be simple and very useful. It could be used as
a basic tool in other environments, such as panoramic im-
age composition or HDR. In comparison to other, similar
approaches such as Khan et al. [KAR06] we find that it is
possible to converge to exactly the static scene content even
if this content is visible only in a small subset of the input
images, by exploiting coherence in image domain.

All results had been obtained by starting from the mean
input image. However, if k is chosen to be very small, the
starting point is important for the mean shift procedure, as
the process tends to converge to the closest cluster of similar
neighborhoods. Using other starting points we had been able
to generate "better" results for some of the inputs, however,
in a sense that made the approach semi-automatic rather than
fully automatic.

The idea of non-local means for image improvement
worked in a few examples, however, we feel that it is gen-
erally only mildly interesting for applications in computa-
tional photography (for example, Figure 10 shows one ex-
ample of what is possible with this approach, however, we
are sure better results could be obtained by further tweaking
the parameters). It already produces interesting results when
applied to the input we find more interesting: photographs
of different objects, so necessarily also from different view-
points and with little chance that registration could be of any
help (see Figures 11 and 12). Nevertheless, we believe a
better approach is to really search in all input images in a
non-local way. Yet, this requires a good implementation that
avoids the nested loops resulting from a straightforward im-
plementation.

Figure 12: A result obtained for the unregistered pho-
tographs of the five different benches using a combination
mean shift on 7× 7 neighborhood patches and non-local
means.

One important addition is the appropriate selection of pix-
els values with normalized patch distances: while it is easy
to use normalized distances, it is unclear what values to use
in the mean shift algorithm. So far we have used the values
in the source images, however, it would make more sense to
apply the mean shift algorithm to the normalized neighbor-
hood values and the reconstruct an image from the normal-
ized neighborhoods. We are currently working in this direc-
tion.
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