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Experimenting: statistical analysis 1 Running example in this lecture

• Spatiotemporal 
visualization

A. 2D
B. Space time cube

Informally: significant difference

– We sampled two groups from a population 
(students)

– We exposed each group to a different method 
(independent variable)

– We collected measures (dependent variable) from 
each group using said method

– We now believe a right way to compare these 
methods is to investigate if the means of the 
measures differ between the two groups

– The null hypothesis HO says for some 
predetermined confidence level there is no 
actual difference between the means and any 
measured difference is due to sampling error

– If we reject the null hypothesis H0 then we have 
a significant result at said confidence level

Type I and type II errors

• Type I
– Rejecting H0 even though it is true

• Type II
– Failing to reject H0 even though it is false
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Different tests and assumptions

• Nature of data
• Experimental design
• Many, many pitfalls
• Also varies according to specific 

research fields

Back to our example

• Two conditions (independent variable)
– 2D (baseline)
– Space time cube

• Dependent variables
– Error
– Response time

• Between-subjects design

Our example, two conditions

A. 2D (baseline)

B. Space time cube

Analysis of variance (ANOVA)

• A versatile significance testing method 
which is very popular

• Many variations exist
• Typical usage:

– Between-subjects experiment with more than 
two levels of the independent variable

– Within-subjects designs
– Mixed designs
– As an omnibus test that is followed up by post-

hoc tests if a significant difference between the 
means is detected
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Sampling from the population

Population

Sample 1
Sample 2

Error

• The amount an observation differs 
from the population mean

• Typically the population mean is 
unobservable

Residual

• The amount an observation differs 
from the sample mean

• Unlike the population mean, the 
sample mean is observable

A bit more formally

• Sample from a normal distribution:
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• Sample mean:

• Error: μ−iX

• Residual: XX i −
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Sampling again

Population

Sample 1
Sample 2

Why would there be a difference 
between the means?

1. Because of group membership
• Effect of independent variable on 

dependent variable

2. Not because of group membership
• Sampling error

The logic of ANOVA

• There are two independent estimates of the 
population variance that can be obtained
– Between-groups estimate (effect of independent variable 

and error)
– Within-groups estimate (error)

• H0:

• Given H0, the variance estimates should be equal
• This is because H0 assumes the effect of the 

independent variable does not exist
• Then both variance estimates reflect error and their 

ratio is 1
• A ratio larger than 1 suggests an effect of the 

independent variable

21 μμ =

F-distribution

• The ratio of the between-groups 
estimate and the within-groups 
estimate is an F-distribution when H0 
is true

• F varies as a function of a pair of 
degrees of freedom (one for each 
estimate of the variance)

• F ≥ 0



5

Sums of squares

• Remember the residuals:

• Sum of square (SS) is simply the sum 
of the squared residuals:
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Computing the F-score

• The SS are partitioned
– SStotal = SSwithin + SSbetween

• F = MSbetween / MSwithin

Rejecting the null hypothesis

• Using the F-distribution we can 
compute the probability that the result 
was due to chance

• If the probability is less than a preset
significance level      we reject H0

• Reject H0 if α<p
α

Assumptions of ANOVA

• Independence
• Normality

– Residuals are normal

• Homogeneity of variances
– The groups should have equal variance
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Measures, our example

• Error – number of errors in a test
• Response time – number of seconds it 

took for participants to answer 
questions

Plotting the data, error

Plotting the data, response time Plotting the data, category 4
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ANOVA results Reporting 1

All statistical tests in this paper were carried 
out using analysis of variance (ANOVA) at a 
significance level of  = 0.05. Assumptions 
underlying the analysis of variance procedure 
were taken into account before performing any 
significance testing. We did not apply any 
transformations to the data (such as 
logarithmic transformations) when testing for 
significance.

Reporting 1

All statistical tests in this paper were carried 
out using analysis of variance (ANOVA) at a 
significance level of α = 0.05. Assumptions
underlying the analysis of variance procedure 
were taken into account before performing 
any significance testing. We did not apply any 
transformations to the data (such as 
logarithmic transformations) when testing for 
significance.

Reporting 2

We found a high-magnitude statistically 
significant difference in question category 4 
where space time cube representation halved 
the average response time from 121 s in the 
baseline 2D system down to 60 s (F1,28 = 
6.957, p = 0.0135). This result supports the 
hypothesis that space time cube representation 
is efficient in supporting users’ understanding 
of complex spatiotemporal patterns in datasets.
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Reporting 2

We found a high-magnitude statistically 
significant difference in question category 4 
where space time cube representation halved 
the average response time from 121 s in the 
baseline 2D system down to 60 s (F1,28 = 
6.957, p = 0.0135). This result supports the 
hypothesis that space time cube representation 
is efficient in supporting users’ understanding 
of complex spatiotemporal patterns in datasets.

Next lecture

• A walk-through of ANOVA
• More about limitations and 

implications of statistical testing


