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Abstract
Process-level virtualization is increasingly being used to enhance
the security of software applications from reverse engineering and
unauthorized modification (called software protection). Process-
level virtual machines (PVMs) can safeguard the application
code at run time and hamper the adversary’s ability to launch
dynamic attacks on the application. This dynamic protection,
combined with its flexibility, ease in handling legacy systems and
low performance overhead, has made process-level virtualization a
popular approach for providing software protection. While there
has been much research on using process-level virtualization to
provide such protection, there has been less research on attacks
against PVM-protected software. In this paper, we describe an
attack on applications protected using process-level virtualization,
called a replacement attack. In a replacement attack, the adversary
replaces the protecting PVM with an attack VM thereby rendering
the application vulnerable to analysis and modification. We present
a general description of the replacement attack methodology and
two attack implementations against a protected application using
freely available tools. The generality and simplicity of replacement
attacks demonstrates that there is a strong need to develop tech-
niques that meld applications more tightly to the protecting PVM
to prevent such attacks.

Categories and Subject Descriptors D.3.4 [Programming lan-
guages]: Processors – Run-time Environments; D.4.6 [Operating
Systems]: Security and Protection

General Terms Security

Keywords Software protection, Process-level virtualization, Dy-
namic binary translation, Code obfuscation, Reverse engineering,
Software tamper resistance.

1. Introduction
Process-level virtualization is a versatile and powerful technique
that addresses a wide range of system challenges. It has been in-
creasingly used to deliver solutions in the area of software pro-
tection (i.e., mechanisms that protect software applications from
reverse-engineering attacks and tamper) [1, 20]. A number of com-
mercial products have been designed to provide software protection
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via process-level virtualization such as VMProtect [51], Code Vir-
tualizer [37], Themida [36]. A number of computer gaming soft-
ware applications employ the StarForce virtualization system for
copy protection and anti-reverse engineering [48]. Recently, mali-
cious agents have used this protection technique to design state-
of-the-art malware that can evade current detection systems [41].
There are several reasons why PVMs are popular amongst security
researchers for enhancing software protection.

• Process-level virtualization provides a platform for enhanced
run-time security. Attackers are increasingly using dynamic
techniques to attack software (e.g., running applications under a
debugger or a simulator) [5]. PVMs allow run-time monitoring
and checking of the code being executed, making them an
excellent tool for devising dynamic protection schemes [38].
PVMs can also mutate the application code as it is running (e.g.,
changing code and data locations, replacing instructions with
semantically equivalent instructions, etc.), hampering iterative
attacks [20].

• It is advantageous to have the protection techniques closely in-
tegrated with the application, yet keep the implementations sep-
arate. This modular approach enables easier testing and debug-
ging of the system, and it allows legacy systems to be retrofitted
with new protections without the need for modification and re-
compilation. PVMs can be used to provide such a flexible capa-
bility.

• Static protection schemes can be strengthened when the ap-
plication is run under a PVM. For example, encryption is a
useful technique that hampers static analysis of programs. Be-
cause the encrypted code cannot be run directly on commodity
processors, the software decryption of the application code be-
comes a point of vulnerability. For example, schemes which de-
crypt the application in bulk are susceptible to dynamic analysis
techniques [5], whereas decryption at a lower granularity (e.g.,
functions) can suffer from high overhead [9, 29]. In contrast,
executing encrypted applications under the control of a PVM
has been shown to have a better performance-security trade-
off [27]. The PVM incurs low information leakage, with the ad-
dition of a small performance overhead [20]. Another example
is the improvement of the robustness of integrity checks that
are located in the application. When run under a PVM, these
integrity checks never execute from their original location, in-
stead, they can be invoked from randomized locations in mem-
ory [20]. This randomization makes it harder for the attacker to
locate and disable the checks.

Considering their increasing use in program protection, it is impor-
tant to assess the security of process-level virtualization as a whole.
The existence of any weaknesses in the PVM or its interaction with
the application can seriously undermine any protection mechanism
that relies on process-level virtualization.
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This work presents a generic attack methodology, called a re-
placement attack, that targets applications protected using process-
level virtualization. The basic premise behind this attack strategy
is that the PVM is not anchored sufficiently to the execution en-
vironment, and can be replaced by the attacker at run time. Using
a replacement attack, the attacker can effectively remove any dy-
namic protection technique actuated by process-level virtualization
and proceed to analyze the application at run time. Some of the
contributions of this work are listed below.

• This paper describes replacement attacks, a novel attack
methodology targeted towards virtualized applications (i.e., ap-
plications that run under the mediation of a process-level virtual
machine), that seeks to render the protective PVM ineffective.
A replacement attack can be used against any application that
is run under the mediation of a process-level virtual machine.
The goal of a replacement attack is the circumvention of the
dynamic protections driven by PVMs, thereby making dynamic
analysis easier.

• Our analysis shows that existing protection schemes, such
as software checksumming guards (proposed by Chang et
al. [10]), fail to adequately protect virtualized applications from
this class of attack.

• We present a comprehensive two-part case study describing the
replacement attack methodology. The first part of this study de-
scribes the creation of a protected, virtualized application, and
then how an attacker can easily replace the protective PVM. We
describe two prototypes of the replacement attack using easily
available, free-to-use tools. The first involves replacing the pro-
tective PVM with an attack PVM (i.e., a PVM without any pro-
tections). The second prototype involves running the applica-
tion on a modified simulator which circumvents the protective
PVM and simulates the application directly. These examples
demonstrate the feasibility and effectiveness of replacement at-
tacks on non-trivial applications.

• We then discuss the implications of the replacement attack in
the second part of our case study. It involves examining dy-
namic attacks on unprotected applications, PVM-protected ap-
plications, and applications subjected to the replacement attack.
Our results show that the replacement attack renders the appli-
cation completely vulnerable to run-time analysis and subse-
quent tamper.

• This research demonstrates that process-level virtualization cur-
rently fails to provide adequate protection to applications. Tech-
niques that tightly bind PVMs with the protected applications
are needed to thoroughly realize the protective capabilities of
PVMs.

The remainder of the paper is organized as follows. Section 2
provides background on process-level virtualization. The protec-
tion model for a virtualized application is described in Section 3.
Section 4 describes the attacker’s capabilities and goals. Section 5
gives a high-level overview of the dynamic replacement attack.
Section 6 uses a case study to describe the details of the protec-
tion mechanisms and how a dynamic attack circumvents them to
leave an application vulnerable. Section 7 discusses the impact of
this methodology with respect to reverse engineering. Section 8
explores some of the requirements to mount a successful attack.
Section 9 describes some of the past work in the field of software
tamper resistance, and finally, Section 10 presents the conclusions.

2. Process-level Virtualization
A software application is a sequence of instructions that execute
on a particular computing system. Virtualization is a software layer
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Figure 1. High-level overview of process-level virtualization. The
guest application runs under the mediation of the process-level VM,
giving an outward appearance of a process that is native to the
underlying platform.

that encapsulates the application and its associated platform from
the native computing system, allowing the application to execute
on different platforms. Virtualization has been used to overcome
the barriers imposed by new hardware [17, 39], or to improve se-
curity [7, 19, 30]. Formally, virtualization involves the construction
of an isomorphism that maps a virtual system (called the guest)
onto the native system (called the host). It is the responsibility of
the virtual machine to run the application compiled for the guest
(called the guest application) on the host system. Some of the nec-
essary tasks include converting the guest application’s instructions
to run on the host, and mediating communication between the ap-
plication and the host platform. Virtualization can be done at the
system level (i.e., operating system), or at the process level (a sin-
gle application).

Figure 1 illustrates a typical process-level virtual machine envi-
ronment, where the guest application runs under the control of the
PVM, giving it the outward appearance of a native host process.
This work focuses exclusively on process-level virtualization and
its weaknesses with respect to software protection.

During program startup, the PVM assumes control and starts de-
coding the application’s instructions in program order. The decoded
instructions are then used to invoke appropriate handling routines,
which interpret the instructions on the host. As such, the PVM can
regularly monitor the application code being executed on the host
system, and serve as a platform for applying protection schemes
dynamically.

3. Software Protection Model
This section describes the importance of software protection tech-
niques and illustrates the general protection model in the context of
a virtualized application.

Software applications often perform critical tasks in a wide vari-
ety of fields, such as banking, transportation and medical systems.
Any unauthorized modification to such critical software systems
can lead to extensive disruption of services and potential losses
in terms of life and property. Therefore, it is important to protect
software applications from malicious modification. We define the
entity whose goal is to preserve the integrity of the software ap-
plication as the defender. To achieve his goals, the defender uses
different protection schemes to protect the critical functionality of
the software. Numerous such techniques have been proposed to
safeguard software, which can broadly be divided into static tech-
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Figure 2. A high-level overview of the protected software creation process. A link-time tool is used to assemble the application code,
libraries and the PVM code and apply various protection mechanisms, to create a protected binary. At run time, the application runs under
the control of the protective PVM.

niques (which protect the on-disk binary from analysis), and dy-
namic techniques (which protect the software while it is running).

Static protections protect the on-disk binary from analysis and
modification. A number of powerful static protection techniques
have been proposed in recent years [13, 14, 32, 52]. For example,
opaque predicates are a common technique that aid in program
obfuscation [14]. An opaque predicate is a construct with true/false
outcome. The opaqueness of these predicates is attributed to the
fact that, it is hard to reverse engineer their values from the on-
disk binary using static techniques. These constructs are utilized in
obfuscating control-flow information. Code encryption is another
useful technique against static analysis [9]. Figure 2 illustrates the
creation of the virtualized application which is protected by such
techniques. At software creation time, the defender packages the
protective VM with the guest application P , along with its software
libraries using a link-time rewriting tool. The tool then applies
various protection schemes to the virtualized application PV . Once
the protection techniques are applied, the rewriting tool outputs the
protected binary, as shown in Figure 2.

Static techniques alone fail to provide adequate protection. As
we describe in Section 4, attackers are increasingly using run-time
techniques to analyze applications. To protect against such attacks,
a few solutions have been proposed which involve changing pro-
gram code as it runs, to create a shifting attack target (e.g., dy-
namic instruction rewriting [28], and edit scripts [35]). Another
solution involves packaging a process-level VM with the appli-
cation, that protects the run time from analysis and generic at-
tack [1, 20, 51], as shown in the right side of Figure 2. The ap-
plication is modified such that, at program start up, the PVM is
initialized and control is transfered to it. Subsequently, the appli-
cation runs under the control of the PVM, rather than directly on
the native platform. The code for invoking the PVM is stored in
the initialization routine of the virtualized application. There are
different techniques to create these initialization routines (e.g., in
Executable and Linking Format (ELF) files, these routines can be
placed in the .init section [54]. The MacOS binary format, Mach-

O, contains the DATA, mod init func section for placing class
constructors [2]).

A PVM’s ability to monitor the guest application’s code makes
it a suitable platform for dynamic protection. As the PVM is virtu-
alizing the guest application, it can check to make sure the code has
not been modified, and introduce schemes to obfuscate the code.
The PVM can be used to apply protection schemes on a per-run
basis, creating a different attack surface every time the application
is run [20]. Such a scheme makes it difficult to launch automated at-
tacks on the application. PVMs have been shown to increase the ef-
fectiveness of existing protection techniques as well. For example,
code encryption schemes are often vulnerable due to coarse lev-
els of decryption at run time [5]. PVMs facilitate just-in-time, on-
demand code decryption [20]. Only those instructions of P which
are scheduled to be executed, get decrypted. After execution, the
instructions can be re-encrypted. Therefore, P is never fully de-
crypted at any point during execution.

4. Attack Model
Once the software application is deployed, it may be subjected to
various attacks. The attacker is defined as the entity that seeks to
affect a software’s functionality or misappropriate critical informa-
tion from it. To achieve their goal, the attacker has to initially an-
alyze the software and obtain a level of understanding of its oper-
ation. Using this derived knowledge, the attacker can then proceed
to disable the protection scheme.

The attacker’s goals have been aided by recent advances in re-
verse engineering technology, which have led to the availability
of powerful tools for analyzing software. There are two types of
analysis tools: static analysis tools that collect information about
a program by studying its binary but without executing it (e.g.,
disassemblers and decompilers), and dynamic analysis tools that
collect information from program runs (e.g., debuggers, simula-
tors, dynamic analysis frameworks, and emulators [18, 34, 55]).
In particular, the development and availability of dynamic tools has
strengthened the attacker’s capabilities because many static protec-
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Term Notation Definition
Guest Application P The software application
Protective PVM V A process-level virtual machine that has been configured to apply various

protection techniques at run time.
Virtualized application PV Software application consisting of the P packaged together with a protective

PVM.
Entry function EP The function in the VM code which initiates the process of application virtual-

ization. To mount a successful attack, the attacker has to locate this function.
Attack PVM M A process-level VM that can aid the attacker in analyzing P .
Code Introspection Framework CIF An introspection framework capable of monitoring and instrumenting the code

being executed.

Table 1. Glossary of the terminology used in this paper.

tion techniques are susceptible to run-time analysis [5]. Using these
tools, the attacker attempts to obtain information necessary to carry
out the intended attack. The attack described in the next section
enables use of such tools on PVM-protected applications.

The terminology used in this paper is summarized in Table 1.

5. Replacement Attack
This section describes an attack methodology that targets software
applications protected by process-level virtualization. The goal of
this attack methodology involves replacing the protective PVM,
rendering PV vulnerable to analysis. The attacker can then use
some of the tools described in Section 4 to obtain relevant infor-
mation.

This methodology targets the surface of the application that
is most vulnerable to attack (i.e., when protections are at their
weakest). More specifically, this attack methodology targets the
application just after start up (when static protections are not as
effective), but before the PVM assumes control and begins applying
protections to the application. If successful, the attack disengages
the protective PVM and disables the run-time protections.

To craft a successful replacement attack against PVM-protected
applications, certain requirements need to be met:

• The attacker must be able to locate the entry function (EP) of
the protective PVM in PV . The entry function is defined as
the function of the PVM which initiates software virtualization.
The entry function often takes the starting address location of
P ’s code as an argument.

• The attacker must be aware of the guest application’s instruc-
tion set architecture. The code of the guest application P , is
typically obscured using a secret ISA or encryption. To analyze
and run P after the protective PVM has been disabled, the at-
tacker needs to be cognizant of the ISA, which involves either
analyzing and understanding the secret ISA, or extracting the
key from the binary.

Section 8 discusses these requirements in more detail, includ-
ing heuristics that the attacker can employ to obtain the required
information.

The attack occurs in two stages. In the first stage, the attack
PVM has to be extended to decode the protected application, which
involves understanding the guest ISA. If the ISA is encrypted, the
decryption keys and algorithms must also be obtained and used to
further extend the attack PVM by including the decrytion algorithm
and keys. Details on deciphering the guest application’s ISA are
given in Section 8.2.

Figure 3 illustrates the second stage of the attack on PV . In Fig-
ure 3(a), the attacker invokes PV , under a code introspection frame-
work (CIF), observing instructions as they execute. Well known ex-
amples of CIFs include Pin [33] and QEMU [3]. The attacker mod-

ifies the CIF to locate the call to the entry function of the protective
PVM.

The initialization routine then proceeds to prepare the PVM’s
internal structures. As the entry function of the protective PVM is
invoked, the CIF intercepts this call and extracts the start address,
depicted in Figure 3(b). Details on identifying the PVM’s entry
function are given in Section 8.1

The CIF then proceeds to load and initialize the attack PVM,
shown in Figure 3(c). The CIF then invokes this attack PVM with
P ’s start address which has been extracted from the initial call.

Thus, P now runs under the mediation of the attack PVM
(shown in Figure 3(d)). The protective PVM is circumvented and
fails to provide dynamic protection to P . The attack PVM can be
used to perform tasks that helps the attacker understand P (e.g.,
dump information, identify function locations, trace instructions,
etc.).

In Section 6, we describe two proof-of-concept implementa-
tions that use the approach just described. The first prototype makes
use of a widely used CIF, Pin, to replace the protective PVM with
an attack PVM and execute the guest application. The second uses
a modified architectural simulator, which performs code introspec-
tion as well as virtualization.

6. Case Study
This section provides a comprehensive case study of the replace-
ment attack methodology. It describes, Strata, the protective virtual
machine, and the creation of the protected application, PV . The
target application was chosen from the integer benchmarks of the
SPEC CPU2000 suite. The benchmarks were selected as examples
of typical applications and they are commonly used to measure run-
time performance. These benchmarks range from a few thousands
lines of code to hundreds of thousands of lines, and perform var-
ious tasks. Thus, these benchmarks present a wide range of code
size and functionality to validate our ideas. For the purposes of
this discussion, we focus on the 256.bzip2 benchmark as the target
guest application, P . 256.bzip2 is a modified version of the bzip
compression program, designed to evaluate CPU performance. All
our tests were carried out on the Intel x86 32-bit platform running
Linux OS. All the components were initially compiled using gcc.

6.1 Dynamic binary translation
Section 2 gave a high-level overview of process-level virtual-
ization. Although process-level virtualization systems are com-
plex in nature, they are all variations of the decode-dispatch ap-
proach [46]. Decode-dispatch systems consists of a main loop that
iterates through three phases for every guest application instruc-
tion: decode, dispatch and execute. The decode phase fetches the
opcode for the instruction. The dispatch phase uses this informa-
tion to invoke appropriate handling routines. The execute phase
then fetches the operands and proceeds to invoke the corresponding
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(a) The virtualized application, PV , is run under an introspection
framework.
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(b) The CIF intercepts the call to the entry function of the protective
PVM.
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(d) Control is then transferred to the entry function of the attack PVM,
which proceeds to run P without any dynamic protections.

Figure 3. Steps illustrating the attack methodology on virtualized applications.

handling routine implemented on the host. Performance overhead
can become an issue with decode-dispatch systems in their basic
form. One of the requirements of using virtualization as a plat-
form for security is low run-time overhead. This case study focuses
on process-level virtualization based on dynamic binary transla-
tion [45], which involves performing just-in-time, on-demand con-
version of guest application code blocks into executable instruc-
tions for the host machine and caching them for subsequent use.
A number of efficient, low-overhead dynamic binary translation
tools have been created, including DynamoRIO [7], HDTrans [47],
Pin [33], PTLSim [55], and Strata [43].

The protective PVM in our case study is implemented using the
Strata binary translator [42, 43]. Figure 4 illustrates the mechanism
of Strata and the dynamic protection techniques. At program start
up, Strata gains control of execution, saves the current execution
context (i.e., current PC, register values, conditional codes, etc.),
and starts fetching, decoding and translating instructions from the
P ’s start address. This process continues until an end-of-translation
condition is satisfied. The translator restores context and proceeds
to transfer control to the newly translated block. After the block
completes execution, control transfers back to the translator, and it
begins translation at the next address.

The translated code blocks, instead of being disposed of after
execution, are cached in memory (called the code cache) [7]. Strata
initially searches the cache before attempting translation. If the
block is found, control will be directed to the cached block. This
process of caching significantly reduces the cost of translation.
Numerous other techniques have also been proposed for reducing
performance overhead of binary translators [24, 25].

Strata is configured to enhance run-time security. For example,
during translation, it introduces dead code of random size in the
virtualized code blocks. Thus, the layout of the code cache will be
different for each program run. This technique makes it harder to
launch automated attacks, since the actual location of the translated
code varies from run-to-run.

The code cache is also reinforced to hamper analysis [20]. One
such reinforcement technique is periodic cache flushing, in which
the translated code is deleted from the cache at regular intervals.
All the code cache snapshots must be collated to reconstruct the
whole application. Strata can use code metamorphosis [6] so that
the same application blocks are translated into different forms after
each flush. Flushing also ensures that translated code reappears
at different locations during execution. Such dynamism makes it
harder to locate and remove protections.
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Figure 4. Strata Virtual Machine modified to apply dynamic protections.

6.2 Protected software creation
The protected virtualized application was created using a link-time
binary rewriting tool, Diablo [16]. Diablo reads in all the object
files and libraries constituting the application and creates an in-
ternal representation. It provides an API to modify and augment
this representation. The modified representation can then be written
out as an executable file. We modified Diablo to apply several pro-
tection techniques to the application. For example, checksumming
guards1 are placed in code regions for both 256.bzip2 and Strata.
At run time, the guards present in 256.bzip2 safeguard Strata and
vice versa, creating a cyclical level of verification. Diablo was also
adapted to interleave the code of the PVM and the guest applica-
tion, making static analysis harder. Figure 5(a) shows the layout of
the virtualized application’s binary after normal compilation and
linking. A knowledgeable adversary could possibly analyze and
identify the individual code regions and extract useful information.
Therefore, during linking, Diablo shuffles code blocks of 256.bzip2
with Strata’s code blocks using random permutation, resulting in a
layout depicted in Figure 5(b). Dissecting the permuted code us-
ing static mechanisms is equivalent to the problem of separating
code from data, which is unsolvable in the general case [26]. The
application code blocks were encrypted using AES.

6.3 Attack implementations
This section describes two implementations of the attack methodol-
ogy that renders the application, P , vulnerable to analysis and sub-
sequent attack based on information obtained from that analysis.
The first proof-of-concept uses a dynamic instrumentation frame-
work (Pin) to replace Strata with an attack PVM (built using HD-
Trans that we extended to perform AES decryption). The second
implementation uses an architectural simulator, PTLsim [55], as
both the code introspection framework and the attack PVM. While
we use these particular tools to demonstrate the methodology, any
similar tools would suffice.

1 A checksumming guard is a small sequence of instructions that verifies
at run time that the checksum over a range of the application’s instructions
matches the checksum calculated during software creation [10]

6.3.1 Attack using a dynamic binary translator
This prototype uses Intel’s run-time binary instrumentation frame-
work, Pin [33], to replace Strata with another binary translator, HD-
Trans [47]. Pin offers a rich API to dynamically inspect and modify
the instrumented application’s original instructions. The instrumen-
tation functionality is implemented in a module called a Pintool. At
run time, the Pin framework takes as input the Pintool and the target
software, and performs the necessary instrumentation.

Because the protected application is encrypted, we must first
locate the decryption routine in the protective PVM and extend the
attack VM to use the same algorithm. The cryptographic primitives
are located in the PVM which is not as strongly protected as the
application, enabling easier analysis. Techniques have been pro-
posed which can automatically infer these cryptographic primitives
from binary code [8, 21, 31]. These schemes involve profiling the
virtualized application and analyzing the trace to locate the cryp-
tographic primitives. We successfully used Gröbert’s technique to
identify the underlying algorithm (AES) and extracted the key [21].
HDTrans was subsequently modified to use AES decryption on the
application code blocks prior to translation. Section 8.2 describes
techniques that can be used to obtain cryptographic information in
greater detail.

The Pintool, which implements the attack, operates as follows:
It starts by loading and starting execution of the protected applica-
tion. As execution proceeds, the Pintool watches for the entry point
function of the protective PVM. In the case of Strata, the call to
entry point function is preceded by the following code sequence:

pop %eax
sub 0x1c, %esp
pusha
pushf
push %eax ; contains application start address
push <address> ; return address
jmp <address> ; jump to entry point function

When the entry point function is invoked, the Pintool extracts the
application’s start address from its argument list. It then dynami-
cally loads the extended HDTrans, proceeds to initialize HDTrans,
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Figure 5. Layout of the text section of the virtualized 256.bzip2
application. The code blocks from the VM and the application have
been randomly interleaved, making static separation harder.

and transfers the application start address to HDTrans. Thus, HD-
Trans takes control of the protected application and Strata never
executes. The application can now be analyzed in any number of
ways. We modified HDTrans to dump all the executed instructions
to disk.

The attack essentially disables checksumming guards from ver-
ifying code integrity. Guards located in Strata are never invoked,
whereas guards present in P continue to verify the integrity of
P and Strata which remain unchanged. At this point, P ’s code is
available for analysis.

6.3.2 Attack using an architectural simulator
The second prototype for the attack uses the PTLSim architectural
simulator [55]. In this implementation, PTLSim acts as the instru-
mentation framework as well as the attack PVM. PTLsim models a
modern superscalar Intel x86 compatible processor core along with
the complete cache hierarchy, memory subsystem and supporting
hardware devices. It models all the major components of a modern
out-of-order processor, including the various pipeline stages, func-
tional units and register set. PTLsim supports the full x86-64 in-
struction set along with all the extensions (SSE, SSSE, etc.). More
details of the simulator can be found in the user’s manual.

The Intel x86 ISA is a two-operand CISC ISA, however PTL-
Sim does not simulate these instructions directly. Instead, each
x86 instruction is first translated into a series of RISC-like micro-
operations (uops). To further improve efficiency, PTLSim main-

tains a local cache containing the program ordered translated uop
sequence for the previously decoded basic blocks in the program.

The attack proceeds as follows: The cryptographic primitives
are obtained as in Section 6.3.1, and PTLSim is extended to de-
crypt instructions after fetching them from memory. At load time,
PTLSim initializes its internal data structures and reads in PV ’s
binary file. The fetch stage of PTLSim accesses instructions from
the memory address pointed to by its program counter, called the
Virtual Program Counter (VPC). We modified the fetch stage to
check for the instruction sequence (illustrated previously in Sec-
tion 6.3.1) denoting Strata’s entry function. Once the fetch stage
recognizes the entry function, the simulator retrieves its arguments,
which contain the start address of the application code. The simu-
lator then discards its current instruction, waits for the pipeline to
empty, and then proceeds to fetch instructions from the retrieved
application start address. The simulator decrypts the instruction us-
ing the extracted key before decoding it into its constituent uops.
In this way, Strata never executes and PTLSim is able to fetch and
simulate P ’s instructions directly.

As with the previous prototype, checksumming guards fail to
provide adequate protection. The guards only check the original
code, which is never executed. We can analyze P in PTLSim’s local
cache and modify it, if desired.

7. Implications of the Attack
This section discusses how the VM-replacement methodology fa-
cilitates analysis and reverse engineering of PVM-protected ap-
plications. The first step of any attack involves obtaining a basic
understanding of the application. Useful information in program
understanding and analysis is the control flow graph (CFG). The
CFG obtained from the on-disk binary contains the superset of all
possible paths through the program. Obtaining the CFG from the
binary in the presence of static protections can be computation-
ally very expensive [49]. As such, attackers have increasingly fo-
cused on run-time techniques to obtain the CFG. Although CFGs
obtained dynamically can be incomplete, they still provide the at-
tacker with useful information about the application. PVMs pro-
vide protection by making dynamic CFG construction and analysis
highly resource- and time-intensive tasks. Therefore, to success-
fully reverse engineer the application, the protective PVM must be
replaced using the methodology discussed in this work.

To demonstrate this point, we studied dynamic reverse engineer-
ing schemes that have been shown to be successful in attacking
software [34, 50], and compared their effectiveness in the presence
of a protective PVM. Typically, these techniques involve instru-
menting the protected application to obtain the instruction trace.
The trace is analyzed to identify individual basic blocks. Conse-
quently, control flow analysis is performed to obtain the dynamic
CFG of the application. The attacker then performs profiling of var-
ious structures, such as basic blocks and procedure calls, to isolate
relevant portions of the code. For example, Madou et al. used basic
block execution frequency and in-degree of functions to identify
a watermarking function [34]. Similarly, Udupa et al. used edge
profiling to identify and remove unnecessary edges from the static
CFG [50].

To show that the protective PVM must be replaced, we explored
the applicability of such profiling techniques on three different run-
time scenarios:

• The application executing without any protections (No protec-
tion).

• The application executing in the presence of a protective PVM
(Protected).
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Figure 6. Execution frequencies for the application blocks under the 3 run-time scenarios (No protection, Protected, and Attack). The
periodic flushing and retranslation of the application’s code blocks by the protective VM drastically changes the execution frequency
characteristics. Under the control of the VM, blocks no longer execute at very high frequencies ( 107), instead substantially more blocks
execute at intermediate rates ( 103 and 105), forcing the attacker to expand their search space. Replacing the protective VM restores the
original execution characteristics.

• The protected application that has been subjected to a PVM-
replacement attack, i.e., the application is running under the
control of a compromised PVM (Attack).

To facilitate collection of application code blocks that have been
virtualized, the application was run under an instrumentation
framework in all three scenarios. In the following discussion, we re-
fer to such blocks as dynamic blocks. The dynamic blocks are iden-
tified based on their starting virtual address. The protective PVM
was also modified to generate the mapping between on-disk ap-
plication code blocks and translated blocks. This modification was
performed only for the purposes of this study and would not typ-
ically be available to the attacker. The goal of this study was to
demonstrate that the replacement methodology exposes the origi-
nal run-time characteristics of the application that have been obfus-
cated by the PVM, facilitating program analysis and understanding.

We began by comparing instruction trace generation and block
analysis across the three scenarios. On comparison, we observed
that packaging a protective PVM with the application makes anal-
ysis of the dynamic trace and CFG generation much harder. First,
the periodic flushing and retranslation of application code increased
the number of individual basic blocks manifold. In the case study
involving 256.bzip2, the number of dynamic code blocks increased
from around 3.7K for the unprotected run, to more than 160K when
the application was subjected to PVM protection. Similarly, the
number of distinct CFG edges rose from 6.4K to 290K. Although
a large number of these dynamic blocks originate from the same
application blocks, the PVM can employ techniques such as code
polymorphism, instruction rescheduling and dead-code insertion to
make code blocks appear diverse [6]. Thus, the attacker would have
to perform control and data flow analysis on a much larger instruc-
tion trace. Employing the replacement attack enables the attacker
to obtain the original instructions from the application and reduces
the search space significantly.

The periodic flushing and randomization of the VM’s code
cache alter a number of dynamic characteristics of the application,
such as block execution frequency, and in and out degrees of the
CFG nodes. Figure 6 shows the execution frequency of the dynamic
blocks in the three scenarios. When the application was run with no
protections, we observed that there were a few code blocks which
execute very frequently (of the order 107). An attacker would
initially focus on reverse engineering these blocks, as they are on
the hot paths of the application. Madou et al. used this heuristic
to locate the watermarking function [34]. Running the application
under the control of a protective PVM obfuscates such blocks due
to periodically flushing and retranslation to different locations. The
execution frequency for the protected application show that there
are no longer blocks which execute as frequently (i.e., no blocks
with an execution frequency over 107). Instead, there are now
more code blocks executing at a lower frequency (e.g., between
102 and 105). For example, 15% of the blocks execute at least
104 times when running under the control of a protective PVM,
as compared to just 4% in the unprotected run. Thus, there are no
obvious candidate blocks where the attacker could initiate analysis.
The attacker will have to increase the search space to find the hot
paths for the application.

The PVM also provides misleading information to the attacker.
In the three scenarios mentioned above, we ranked all the code
blocks based on their execution frequency. Rank 1 was assigned
to the most frequently executing block. Table 2 shows the top-ten
most frequently executing blocks when the application is run with-
out any protections. Traditionally, an attacker would focus on an-
alyzing these blocks first. Column 2 displays the ranking of these
blocks when the application is run under the control of the PVM.
For example, the most frequently executing application block in
the unprotected run, appears at the 121st position when the appli-
cation is run under the protective PVM. Thus, the PVM is able
to reorder the blocks based on execution frequency. We observed

210



Application Rank Rank Rank

Address (No Protec-
tion) (Protected) (Attack)

0x8048830 1 121 1
0x804ac3c 2 45 2
0x804ae1b 3 13 3
0x80507d4 4 9 4
0x80507d9 5 173 5
0x80507c0 6 18 6
0x80507fa 7 29 7
0x805082c 8 351 8
0x8050810 9 139 9
0x804a750 10 779 10

Table 2. Original application addresses of the top-10 most fre-
quently executing blocks in the unprotected run, with their corre-
sponding rank when run under the protection of a PVM. The stan-
dard deviation for these blocks in the protected run comes to 239,
indicating a very high degree of variability. Consequently, more ef-
fort will be required to locate the blocks. A successful replacement
attack restores the rankings.

Application Rank Rank Rank

Address (No Protec-
tion) (Protected) (Attack)

0x804bec0 162 1 162
0x804ae21 17 2 17
0x804ac74 36 3 36
0x804bed3 21 4 21
0x804a7a0 42 5 42
0x804abaf 164 6 164
0x804a81a 88 7 88
0x804a99b 126 8 126
0x80507d4 4 9 4
0x804a7ca 63 10 63

Table 3. Original application addresses of the top 10 most fre-
quently executing blocks when the application is run under the pro-
tection of the PVM, along with their corresponding rank when the
application runs unprotected, and when it is subjected to the re-
placement attack.

similar reordering when rankings were based on the in degree of
the code blocks. As indicated by column 4 in Table 2, replacing
the protective PVM restores the original dynamic properties of the
application. Table 3 shows the list of the ten most frequently exe-
cuted blocks when the application is run under the protection of the
PVM, along with their corresponding ranks in the unprotected run.
Therefore, this study shows that frequency analysis is not useful to
the attacker in the presence of virtualization. The critical informa-
tion (in this case, the ranking based on frequency) is dispersed by
the protective PVM, making it difficult for the adversary to locate
and exploit it.

Finally, the constant shifting of code for the application makes it
difficult to detect the execution location. We ran the PVM-protected
application ten times and observed that application blocks were
translated to different code cache addresses each time. Therefore,
even if the adversary is able to identify critical code (i.e., the ad-
dress of a relevant function) in the on-disk binary, that information
is of no use at run time since there is no a priori knowledge about
the final location of the translated code. For example, in Madou et
al.’s case study, once the watermarking function was determined;

the application was run under the control of a debugger and the
control flow changed to circumvent the function using breakpoints.
This technique will not work in the presence of a protective PVM,
as code is repositioned continually. Thus, to effectively analyze the
application under a debugger, the PVM has to be replaced.

Therefore, PVMs have the potential to provide strong protec-
tion against dynamic analysis on software applications. PVMs can
greatly increase the search space for the attacker, provide mis-
leading run-time information and continuously relocate critical
code, making dynamic analysis exceedingly difficult to accom-
plish. There has been research which aims to reverse engineer
PVM-protected applications, by identifying code belonging to the
VM in the execution trace [15, 44]. However, such methodologies
usually involve performing complex analysis on the trace infor-
mation and are targeted towards applications which are typically
small in size (i.e., a few hundred instructions e.g., malware). These
methodologies fail to provide satisfying results when applied to
VM-protected applications as they are unable to process the com-
plex data and control flow typically associated with large applica-
tions. Thus, the replacement attack methodology is pivotal to the
success of reverse engineering PVM-protected applications. Once
the protective PVM has been replaced, the application can be ana-
lyzed and its true characteristics studied without any obstruction.

8. Discussion
Section 6 described two implementations of an attack that seeks
to remove the protective PVM from a virtualized application, PV .
Both implementations were crafted using freely-available tools,
and resulted in the guest application, P , running with the added
protections disabled. Checksumming guards inserted into PV failed
to prevent the replacement. To successfully orchestrate the attack,
some prior information about PV is required. In this section, we
discuss some heuristics the attacker can use to determine this infor-
mation.

8.1 Determining PVM entry function
To launch a successful attack, the location of the entry function to
the protective PVM must be determined. The attack PVM inter-
cepts any calls to this function, as one of the arguments consists
of the start address to P . To obtain this location, the attacker can
inspect PV for distinctive instruction sequences that indicate the
location of the entry function.

For example, as we described in Section 6.1, prior to initializa-
tion, the PVM saves the current application’s context. Upon initial-
ization, the PVM restores the application’s context. On 32-bit Intel
x86 platforms, the instructions pusha and pushf are commonly
used by dynamic translators to save state. Section 6.3.1 displayed
the instruction sequence used by Strata to save state, which contains
these two instructions. Dynamo-RIO and HDTrans also use these
instructions to store register and flag values prior to initiating trans-
lation2. Investigation into the C benchmarks of the SPEC CPU2000
suite, compiled using standard flags, revealed that none of the appli-
cation binaries contained these instructions. Consequently, an ad-
versary can use the presence of these instructions to help identify
potential entry points into the PVM. Because of the unique actions
of the PVM, simple examination of these potential entry points can
determine the actual entry point.

The attacker can also use information flow analysis to determine
the entry point of a PVM. Most compilers place code and data
in separate sections in the binary file. Data-read accesses into the
code section are likely to be from the PVM. Thus, using taint
analysis on this data and backtracing where the data location was

2 We were not able to verify the use of these instructions in Pin as its source
code is not publicly available.
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determined will enable the attacker to determine the entry function
of the PVM. Since the PVM initialization typically occurs very
early, the attacker will only have to analyze a smaller amount of
code to determine the entry function. This code is not subjected to
any dynamism, making analysis easier.

8.2 Determining the ISA of the guest application
Another requirement to use a replacement attack is the identifica-
tion of the ISA of the guest application, P . Traditionally, P ’s code
has been protected by obscurity [1, 51] or encryption [20]. The at-
tacker has to analyze the on-disk binary to obtain information re-
quired for determining the ISA, which is then used to configure
the attack PVM. This section discusses some heuristics that the at-
tacker can utilize to obtain the relevant information.

Rolles et al. have done extensive work in investigating ISAs
used by obfuscation tools such as VMProtect and Themida [41].
The semantics of the ISA are not released to the public, providing
security through obscurity. At the time protections are applied,
P ’s instructions are converted to a custom ISA chosen from a
set of template ISAs, which is then interpreted at run time by a
PVM designed specifically for that ISA. These ISAs are RISC-like,
lacking many of the complex features of traditional ISAs like Intel
x86. Since these tools derive the final ISA from a template, the
instruction sequences of two different protected binaries will have
many similarities. This fact makes the analysis of the syntax and
semantics more tractable. Further, parts of the x86 instruction set
such as the SIMD instructions are not virtualized by VMProtect.

The guest ISA can also be protected via encryption. Manu-
ally analyzing and reverse-engineering cryptographic keys and rou-
tines can be an arduous task. Recently, researchers have designed
techniques that facilitate automatic identification and extraction
of cryptographic routines. Gröbert et al. have presented a novel
approach to identify cryptographic routines and keys in an en-
crypted program [21]. Their techniques involves profiling the ap-
plication and applying heuristics to detect the cryptographic op-
erations. Some of the heuristics proposed by the authors include
excessive use of arithmetic functions, loops and investigating the
data flow between intermediate variables across multiple runs. This
technique is able to identify common encryption algorithms, such
as AES and DES, and extracts the key as well.

Even if the application is protected by a proprietary encryp-
tion algorithm, researchers have devised techniques to isolate and
extract this information from the binary. Caballero et al. have de-
signed a technique to automatically identify code fragments from
executable files, so that they are self-contained and can be reused by
external code (called binary code reutilization) [8]. They success-
fully applied this technique to identify and extract cryptographic
routines from a set of malware files. Similary, Leder et al. exam-
ined data in-flow and out-flow in memory buffers, to isolate cryp-
tographic functions [31]. Therefore, such identification techniques
can be applied to the protective PVM to obtain the decryption rou-
tines, and consequently, used to configure the attack PVM.

Decryption key management is also an issue for the protective
PVM. The attacker can use dynamic analysis techniques to extract
the decryption key. Halderman et al. point out that modern DRAMS
retain their contents for a significant amount of time and an attacker
could locate and exploit these keys to analyze encrypted data [22].
Skype is a popular VoIP tool which uses encryption as a tool to
hamper static analysis. Biondi et al. were able to decipher Skype’s
code by obtaining its decryption key from memory [5]. Techniques,
such as white-box cryptography, were proposed to improve key
management in encrypted systems [12]. However, researchers have
since developed solutions to extract the key from such systems [4].
Once the key is available, deciphering the encrypted ISA is straight-
forward regardless of the the strength of the encryption algorithm.

Therefore, obscuring the ISA fails to adequately protect the
guest application from analysis. Previous work has shown that the
attacker can analyze such ISAs using reasonable time and effort [5,
41]. Once the the ISA is known, the attacker can successfully
replace the protective PVM.

9. Related Work
Software systems are increasingly being used to control critical sys-
tems. As such, much research has been performed in the area of
software security. A number of techniques have been devised to
hamper static analysis of applications. Linn et al. described novel
techniques to defeat disassembly of code [32]. Wang et al. proposed
using indirect branches to obfuscate the control flow of the appli-
cation [53]. Chang et al. explored the idea of using a network of
self-verifying checksumming code, called guards, to maintain the
integrity of code [10]. Collberg et al. studied various techniques to
obscure code [13, 14]. However, most of these techniques can be
overcome using dynamic analysis. Researchers have also investi-
gated using run-time techniques to obscure code, including using
self-modifying code to obfuscate instructions [28]. Code encryp-
tion is also useful technique to hamper analysis. The code can be
decrypted by hardware (i.e., a secure co-processor) [56], which can
add substantially to the costs. Software decryption is less expensive
solution [9], but is vulnerable to dynamic analysis.

Software virtualization is an active area of research with im-
plications in software security, both at the system level and at the
process level. Process-level virtual machines, such as Pin [33],
Strata [43] and HDTrans [47], have been used code optimiza-
tion [7], instrumentation [33], and in particular, security [20, 23,
40].

Researchers have used process-level virtualization to improve
the resistance of code to analysis, both to improve the security
of programs [1, 20] and more recently, to obfuscate malicious
software, like viruses, trojans, etc. (called malware). Commer-
cial PVMs have been created recently, such as VMProtect [51],
Themida [36], with a special focus on program security. and Code
Virtualizer [37]. These tools follow the conventional interpretation
model [46] and use obscure ISAs to protect applications from anal-
ysis.

There has been recent work aimed at deobfuscating malware
protected by virtual machines. Coogan et al. have developed a
scheme which focuses on identifying the flow of values to sys-
tem call instructions used by the malware, thereby obviating the
need to analyze VM instructions [15]. However, their scheme does
not produce encouraging results when applied to complex appli-
cations. Sharif et al. have also devised techniques to automatically
reverse engineer malware that is obfuscated by such PVMs [44].
Although their goals are somewhat similar to this work, there are
marked differences. The authors target their work towards software
(typically malware) that is transformed to random ISA’s and then
interpreted on-the-fly at run time. In their model, the PVM does not
generate native code but dispatches application instructions to ap-
propriate handler routines (e.g., using a switch table). In particular,
their work is targeting applications which do not have a perfor-
mance constraint, which is often true of malware. The authors state
that their techniques do not apply to programs protected by binary
translation systems due to the complex run-time behavior of such
systems. Their work is based on the assumption that the interpreters
do not perform any dynamic transformations or generate new code,
making control and data flow analysis easier to perform on the
generated trace. Finally, their approach is focused towards reverse
engineering malware code, which is typically smaller in size (of
the order of a few thousands lines of code). Our attack focuses on
real applications that are protected by PVMs. The proof-of-concept

212



prototypes have been tested on real-life applications, consisting of
hundreds of thousands of lines of code.

System-level virtual machines have been utilized to provide
secure solutions as well. The Terra system implements a trusted
virtual machine monitor which can be used to create closed-box
platforms where the developer can tailor the software stack to meet
security requirements [19]. However, it requires hardware support
to validate the software stack. Chen et al. discuss Overshadow, a
system that cryptographically isolates an application inside a VMM
from the guest OS it is running on. This system offers another layer
of tamper resistance, even in the case of total OS compromise [11].

10. Conclusions
Process-level virtual machines (PVMs) are increasingly being used
to safeguard applications from reverse engineering. PVMs can con-
tinuously transform code during execution, as well as introduce
new protection techniques. This scenario makes it hard for the ad-
versary to analyze and understand the application. Traditionally, the
virtualization layer has always been decoupled from the guest ap-
plication. In this paper, we have presented a novel attack scheme
that replaces the protective PVM packaged with an application at
run time, leaving it vulnerable to analysis. This attack methodology
is successful due to the lack of strong dynamic coupling between
the application and the protective PVM instance. Our methodol-
ogy illustrates that this lack of dynamic cohesion leads to serious
shortcomings when used in software protection. We described an
extensive case study analyzing the protection mechanisms in a real
VM-protected application and discussed two prototypes of this at-
tack constructed using freely available tools. The results from this
work show that there is an urgent need to reassess the protection
properties of PVMs, and to develop techniques that can thwart this
attack methodology.
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