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1. INTRODUCTION
Traditional approaches to NIC driver design focus on 

commodity network hardware, which exhibit slow moving 
feature sets and long product life cycles. The introduction 
of FPGA based network adapters such as [1][2] alter the 
status-quo considerably. Whereas traditional ASIC based 
NICs may undergo minor driver interface revisions over a 
timespan of years, FPGA based NIC interfaces can be 
totally reimplemented in months or even weeks. To the 
driver developer this presents a considerable challenge: 
Driver development cannot seriously begin without 
hardware support, but is now expected to take place 
simultaneously with hardware development.

To solve this problem, I present the userspace, virtual 
NIC framework (uvNIC). uvNIC implements a custom 
virtual NIC as a standard userspace application. To the 
driver developer, it presents a functional equivalent to a 
physical device. Only minor modifications are required to 
switch a uvNIC enabled driver over to operating on real 
hardware. To the hardware designer, uvNIC presents a rapid 
prototyping environment for initial specifications and a 
fully functional model against which HDL code can later be 
verified. 

2. Design and Implementation
Typical NIC device drivers implement two interfaces; a 

device facing PCI interface and kernel facing network stack 
interface. Ordinarily,  a device driver would send/receive 
packets by interacting with real hardware over the PCI 
interface. Instead of (or addition to) regular PCI operations, 
uvNIC forwards interactions with hardware to the uvNIC 
virtual NIC application. This application implements a 
software emulation of the hardware NIC and responds 
appropriately by sending and receiving packets over a 
commodity device operated in raw socket mode.

Implementing the uvNIC PCI virtualisation layer is not 
trivial. OS kernels are designed with strict one way 

dependencies. That is, userspace applications are dependent 
on the kernel, the kernel is dependent on the hardware. 
Importantly,  the kernel is not designed for, nor does it easily 
facilitate dependence on userspace applications. For the 
uvNIC framework, this is problematic. The virtual NIC 
should appear to the driver as a hardware device, but to the 
kernel it appears as a userspace application. 

Figure 1. illustrates the uvNIC implementation in detail. 
At the core is a message transport layer (uvBus) that 
connects the kernel and the virtual device. uvBus uses file  
I/O operations (open(),  ioctl(), mmap()) to establish 
shared memory regions between the kernel and userspace.  
Messages are exchanged by enqueuing and dequeueing 
fixed size packets into lockless circular buffers. Message 
delivery order is strictly maintained. uvBus also includes an 
out of band, bi-directional signalling mechanism for 
alerting message consumers about incoming data. 
Userspace applications signal the kernel by calling write() 
with a 64 bit signal value, likewise, the kernel signals 
userspace by providing a 64 bit response to poll()/
read()system calls. 

A lightweight PCIe like protocol (uvPCI) is 
implemented on top of uvBus. uvPCI implements posted 
(non-blocking) write and non-posted (blocking) read 
operations in both kernel and userspace. In kernel space, 
non-posted reads are implemented by spinning and kept 
safe with timeouts and appropriate calls to yield(). An 
important aspect of uvPCI is that it maintains read and write 
message ordering in a manner that is consistent with 
hardware PCIe implementations. 

In addition to basic PCI read and write operations, 
uvPCI implements x86 specific PCIe restrictions such as 64 
bit register reads/writes,  message signalled interrupt 
generation and 128B, 32bit aligned DMA operations. DMA 
operations appear to the driver as they would in reality. That 
is,  data appears in DMA mapped buffers asynchronously 
without the driver’s direct involvement. 
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Figure 1:  The uvNIC framework design.
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In practice,  uvPCI implements a functionally equivalent, 
parallel implementation of the PCI stack. Driver writers 
perform little more than a search/replace and a recompile to 
switch over to using the real PCI stack. 

3. Related Work
Userspace networking has a long history [3][4] and 

continues to be employed widely, especially in high 
performance situations [5][6]. Whilst uvNIC shares the 
basic concept of implementing a part of the network stack 
in userspace, it is distinct from previous attempts because it 
implements the network hardware in userspace software 
rather than parts of network driver or IP stack as is 
commonly the case. It is crucial to note that network 
performance is not the primary goal of uvNIC, rather,  the 
primary goal is rapid prototyping at the software/hardware 
interface.

The structure and function of uvNIC is highly similar to 
the virtual NICs found in hypervisors and virtual machines 
(VMs). Both VMware [6] and Xen [7] expose virtualised 
hardware devices to their guest OSes and hence the guest 
OS drivers. It is possible that custom hardware could be 
designed and written in a VM context instead of uvNIC. 
However, the approach has the distinct disadvantage that 
development and integration of a new virtual device into a 
VM is a complex and time consuming task. This is in direct 
opposition to the stated goal, which is which is to aid rapid 
prototyping of the NIC and device driver. 

uvNIC is also similar to File System in User Space 
(FUSE) [9] systems. Like uvNIC, FUSE requires that 
kernel become dependent on userspace applications. In 
contrast,  however, FUSE systems are simpler than uvNIC 
because no direct emulation of hardware timing, ordering 
and consistency parameters are required. 

4. Preliminary Results
A uvNIC virtual network device has been implemented 

on a Linux 2.6 host.  The virtual device was tested with 
simple linux tools such as ping and traceroute and found 
to be functional. This test confirmed that the uvNIC 
framework is suitable for writing simple, but functional 
network devices and device drivers. Since performance was 
not a consideration, iperf tests were not performed.  

Additionally, a uvNIC driver has been written for and 
tested against a NetFGPA 10G card [2] which was running 
a simple register and MSI interface firmware module. This 
test confirmed that the uvNIC framework is capable of 
writing simple device drivers that are portable to real 
hardware platforms. 

Efforts are currently underway to port the feature rich 
Intel IXGBE 10G driver to a uvNIC virtual device using an 
Intel e1000 1G as a physical device. This comprehensive 
test will demonstrate uvNIC’s ability to augment simple 
physical hardware with additional virtual functionality.

5. Conclusions and Next Steps
uvNIC is a simple but unique approach to a real 

problem. Work so far has indicated that the approach is  
valid and functional. Future steps may include migrating 
the virtualised hardware model to a cycle accurate 

simulation of hardware RTL code or using the framework 
as a measurement and debugging tool for real device 
drivers. uvNIC affords designers a unique opportunity to 
rapidly explore the NIC software/hardware interface at low 
cost. It is hoped that this ability will lead to faster and more 
stable NIC designs.

More information on the uvNIC project can be found at 
http://www.cl.cam.ac.uk/research/srg/netos/mrc/projects/
uvNIC
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