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Motivation 

• Information is doubling roughly every 11 hours in 2011   

                                     Gartner and Accenture 

• Worldwide information volume is growing at a minimum 
rate of 59% annually                                                                 IBM Study 

 

• 70% to 85% of data is "unstructured“             Gartner 

 

• 87% of performance issues in application databases are 
related in some way to data growth                 OAUG                   
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http://www.lamarca.ca/blog/too-much-information/
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“.. There Is No Such Thing as Information 
Overload…No Giving Up, No Surrender ..” 

 

M. Adrian 
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Motivation 

• Text summarization  non incremental 
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Incremental Pseudo Structuring 
System IPS 

• Objectives: 

– Perform incremental information organization using pseudo 
maximal rectangles (new conceptual constructs)  

– Process large scale data incrementally with reasonable quality 
and efficiency 

– Produce domain-biased information structuring 

 

• Supported applications: 

– Macro-level structuring  (Documents X Words)  

– Text Summarization (Sentences X Words) 

– Feature extraction 
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Background  
Information Representation(1/2) 

1 1 0 0 

1 1 0 0 

0 1 1 0 

0 1 1 1 

0 0 1 1 

Formal Context I: (A,B,R) 

{} {A1, A2, A3, A4, A5} 

{B2}{A1, A2, A3, A4} {B3}{A3, A4, A5} 

{B1, B2}{A1, A2} {B2, B3}{A3, A4} {B3, B4}{A4, A5} 

{B2, B3, B4}{A4} 

{B1, B2, B3, B4}{} 

Galois Lattice 

Concepts c1 and c2 are connected iff  c1 
≤ c2 and ∄ c3 such that c1 ≤ c3 ≤ c2. 

If AXB  A´XB´ R, and we have A = A´ 
and B = B´  the Rectangle is maximal 
(Concept) 
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Background  
Information Representation(2/2) 

1 1 0 0 

1 1 0 0 

0 1 1 0 

0 1 1 1 

0 0 1 1 

Minimal Coverage: {C4,C5,C6} 

C4 C5 C6 

Formal Context I: (A,B,R) 

{} {A1, A2, A3, A4, A5} 

{B2}{A1, A2, A3, A4} {B3}{A3, A4, A5} 

{B1, B2}{A1, A2} {B2, B3}{A3, A4} {B3, B4}{A4, A5} 

{B2, B3, B4}{A4} 

{B1, B2, B3, B4}{} 

Lattice of Context I 

Pseudo Max. Rectangle (A4, B3) 

           Is the union of all max. rectangles containing   
(A4,B3): PS =  I(B3.R-1) o R o I(A4.R) 
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The solution was modeled in terms of the following dimensions: 

1. Domain of knowledge 

2. Information store 

3. Non incremental  and incremental algorithms 

Solution Model 
Overview 
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Solution Model 
Domain of knowledge  

• Domain information categorized into disjoint bag of words  

• Each bag represents a category and contains representative 
category words 

• Aid labeling and structuring  more semantics but less 
minimality 

Management 
Change 

• retire, appoint, resign, assign, promote, 
demote, hire 

Transaction 
• buy, sell, Lease, rent,  deal, loan, contract, 

asset, exchange 

Performance 
• grow, shrink, increase, decrease, lose , gain 

, profit, earn, drop, jump, discount, raise 

Others • <Empty bag> 
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Solution Model 
Structured information store 

• Input: Binary relation representing documents 

• Output of the structuring process:  
– Multi-root tree with category nodes at the first level 

– Subsequent levels under each category hold pseudo max. 
rectangles organized as a heap 

Management Change  

Pseudo 
concept 1 

Pseudo 
concept 2 

Pseudo 
concept 7 

Transaction 

Pseudo 
concept 3 

Performance 

Pseudo 
concept 4 

Others 

Pseudo 
concept 5 

Pseudo 
concept 6 
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Solution Model 
Algorithms 

 Find minimal pseudo rectangular coverage non-
incrementally  + structure relevant to domain 

 Maintain the structure incrementally in 
acceptable quality and reasonable efficiency 
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Management Change  

Pseudo 
MAxRect1 

Pseudo 
MaxRect2 

Pseudo 
MaxRect7 

Transaction 

Pseudo 
MaxRect3 

Performance 

Pseudo 
MaxRect4 

Others 

Pseudo 
MaxRect5 

Pseudo 
MaxRect6 
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Methodology 
Non-incremental algorithm (1/3) 

1. Pre-preprocessing + NLP  Create Formal Context 

2 

3 

5 

1 

… 

-1 

1 0 … 0 

0 1 … 0 

1 1 .. 1 

R[3][n]: 3 documents associated to n non-empty words 

.. these reflect revenue 
volatility because of  the link 
of product prices to oil 
prices, volatility of interest 
rates for external finance, 
and operating cost risks.  

 

Simulate results to 
interpreted in terms of the 
sharing of returns and risks 
between  government and 
foreign equity partners in 
the projects.  

 

 
 

determine unit costs and 
revenue prices for the 
projects. Unit costs are 
presented for the projects 
on apriority basis, without 
taking external and actual 
project arrangements into 
account. As provided in the 
simulation  

3 Documents 
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2. Calculate minimal pseudo-conceptual coverage 

Methodology 
Non-incremental algorithm (2/3) 

(1,1) 2 

(3,1) 3 

(2,2) 3 

(3,2) 1 

… 

(3,n) -1 

(3,1) 5 

(2,2) 3 

(1,1) 2 

(3,2) 1 

… … 

(3,n) -1 

2.3 find 
PS (3,1) =I(1.R-1) o R o I(3.R)  

= {(3,1),(3,2), (3,n) , (1,1)}  

(3,1) 5 

(2,2) 3 

(1,1) 2 

(3,2) 1 

… … 

(3,n) -1 2.7 PS (1,1) =I(1.R-1) o R o I(1.R)  

= {(1,3),(1,1)}  

(3,1) 5 

(2,2) 3 

(1,1) 2 

(3,2) 1 

… … 

(3,n) -1 

 2.4 Mark all pairs  
as covered 

2.6 Next uncovered  
highest weight pair 

2.2 Highest weight pair ( Familiar with respect to domain) 

 2.8 Mark all pairs 
 as covered 

2.1 Sort pairs in descending order of their weights 

Category is the most overlapping with ps 
words  label is the best not selected 

Category 1 

PS (3,1) 

Category 2 

PS (2,2) 

2.5 Select category and label 
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Stop when all pairs are covered 



• High degree of scalability   
– Number of pseudo-concepts is small compared to size of 

concepts in a lattice or a minimal coverage set 
(exponential) 

– Number of pseudo concepts is bound by the number of  
pairs in the relation 

• Efficient  
– Worst case time complexity is in O (N2) ; N is density of 

1’s in R 
– Best case time complexity is in O(N log N) 

 
• Resulting structure is domain sensitive 

Methodology 
Non-incremental algorithm (3/3) 
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Solution Model 
Incremental Structuring Algorithm 

The new methods cover the following update 
cases: 

– Addition and deletion of domain elements 

– Addition and deletion of codomain elements 

– Addition and deletion of associations  

– Updates to the domain of knowledge 
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Solution Model 
Incremental Add Algorithm (1/4) 

Algorithmic skeleton 

1. Identify parts of R to update on the addition of a pair 
or a domain or codomain element 

 

2. Identify pseudo maximal rectangles to be updated with 
the new information 

 

3. Structure information identified as irrelevant to all 
existing pseudo maximal rectangles in a similar fashion 
to the non-incremental algorithm 
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1. What to update in R  

On the arrival of new information , some pairs will require 
weight recalculation 

𝐬 𝐝,𝒘 = 𝐝.𝑹 × 𝐰.𝑹−𝟏 − 𝐝. 𝑹 + 𝐰.𝑹−𝟏   

 Overhead increases as the cardinality of the update set 
increase 

Methodology 
Incremental Add Algorithm (2/4) 

  a b c 

1 1 1 0 

2 1 1 0 

3 1 0 0 

4 0 1 1 

5 1 0 1 

  a b c y 

1 1 1 0 1 

2 1 1 0 0 

3 1 0 0 0 

4 0 1 1 1 

5 1 0 1 0 

  a b c 

1 1 1 0 

2 1 1 0 

3 1 0 0 

4 0 1 1 

5 1 0 1 

x 1 1 0 

  a b c 

1 1 1 0 

2 1 1 0 

3 1 0 0 

4 0 1 1 

5 1 0 1 

  a b c 

1 1 1 0 

2 1 1 0 

3 1 0 0 

4 0 1 1 

5 1 0 1 

New domain element New codomain element New Pair 

  a b c 

1 1 1 0 

2 1 1 0 

3 1 0 0 

4 0 1 1 

5 1 0 1 
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2. What to update in PS tree 

Methodology 
Incremental Add Algorithm (3/4) 
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Management Change  

Manage 

{Manager, CEO} 

CEO 

{CEO, contract} 

Resign 

{loss, resign} 

Transaction 

Gain 

{stock, exchange, gain} 

Not relevant pairs  Structure as new 

Relevant pairs  Find home from existing pseudo max. rectangles 

Doc 1 
 

CEO , deal , 
contract 

Management Change  

Manage 

{Manager, CEO} 

CEO 

{CEO, contract} 

Resign 

{loss, resign} 

Transaction 

Gain 

{stock, exchange, gain} 

deal 



• Different addition scenarios: 
– O (n log n) in the best case and O (n2 + N log N) in the 

worst case ;   (n : count of new pairs, N: count of all pairs in R) 

 

• Add algorithms perform better when the Context is 
stable or  n << N ;   (N is count of all pairs in R) 

 
• Weight recalculation  Big computational overhead 

– Relax the immediate weight update condition  

– Drawback: Info store isn’t up to date at all times (update 
strategy) 

Methodology 
Incremental Add Algorithm (4/4) 
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Evaluation 
Approach and metrics(1/3)  

• Incremental vs. non-incremental methods  

• Metrics:  
– Cohesion: measures inner tightness in a pseudo concept 

– Separation: measures inter-pseudo concept overlapping 

– and performance (incremental vs. non incremental) 

 

• Testing data: ~1020 documents from the NSF Research 
Award Abstracts 1990-2003  

 

• Bag-of-words used represent the entire vocabulary of 
the documents in use  
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Evaluation 
Approach and metrics(2/3) 

• Quality of structure – Cohesion 
– Measures the degree of tightness within a pseudo-

concept (how related the contained pairs are)  

Cohesion =  Cohesion PSi  k
i=1  

Cohesion PSi =  
|PSi|2

Ai × Bi
  

• High cohesion is favorable , higher inner tightness 
means 
– Less pseudo maximal rectangles to maintain 

– Better scalability 

– Perfect cohesion  Pseudo maximal rectangle is a 
maximal rectangle  
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• Quality of structure – Separation 
– Measures how independent or distinct two pseudo 

maximal rectangles are 

Separation PSi, PSj =  
1

Ai ∩  Aj ×  Bi ∩  Bj 
  

Separation =    Separation PSi, PSj

k

j=i+1

k−1

j=0

 

• Separation is favorable for incremental 
management, less overlapping means: 
– less update requirements in case of change 
–  more stable structure 

 

 
 

Evaluation 
Approach and metrics(3/3) 
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• Cohesion is increasing as more documents are added 
incrementally 

• Incremental-add algorithm favors updating existing relevant 
pseudo concepts over creating new pseudo concepts 

• Relevant pairs are added which increases the degree of 
completeness of pseudo concept and increase its size 
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• Separation is declining compared to the non-incremental 
method as more documents are added to the context 

• New documents added update all relevant pseudo concepts 
which decreases separation  workaround: Don’t update all 

Evaluation – Incremental Add 
Experimentation results - Separation 
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Evaluation – Incremental Add 
Experimentation results - Performance 

• Time difference between the two approaches is considerable  

• Both grow as a function of the density of 1’s in the context  

• Counting the accumulative time for obtaining a structure using 
the incremental method shows it isn’t suited for structuring a 
space from scratch 
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Conclusion 

• IPS System uses new methods to handle incremental 
changes in an information store 

• New conceptual constructs were used  Pseudo maximal 
rectangles 

• Minimal pseudo coverage provides high level summary  
promising scalability.  

• Domain information is used to reduce the linguistic noise 
and improve labeling process 

• System can handle incremental corpus organization, text 
summarization and feature-extraction  
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Future work 

• Use Ontology aligned structuring techniques 

 

• Use higher abstractive approximation of context coverage 
(Union of maximal rectangles) for obtaining a higher 
semantic level in the structure at a relatively low cost  
Hyper rectangles 

 

• Define optimization factors for identifying optimal update 
mechanisms(incremental vs. non-incremental) 
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Thank You 
Q & A 

Incremental Pseudo 
Rectangular Organization of 

Information Relative to a 
Domain 
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