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Safety Critical CPSs
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https://www.bbc.com/news/technology-48308852

https://www.abc15.com/news/region-southeast-valley/chandler/waymo-car-involved-in-chandler-arizona-crash
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Quantitative Timed Pattern Matching
Input 
• Real-valued piecewise-constant signal σ 

• e.g.,  
 

• Pattern Specification 

• Spec. to be monitored


• e.g., The velocity should not keep > 80 for > 1 sec.


Output 
• Function assigning the satisfaction degree to each subsignal σ([t,t′)) 

• e.g., (σ, )(2.0,4.0) = -20, (σ, )(6.5,7.8) = 40, …

𝒲

ℳ 𝒲 ℳ 𝒲
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Timed symbolic weighted 
automata (TSWA)

• New formalism for spec.


• Automata structure is good for online monitoring


• Generality of semiring (same as the usual WFA)

11

Boolean sup-inf tropical

S {True/False}       ∪ {±∞}     ∪ {+∞}

⊕ ∨ sup inf
⊗ ∧ inf +

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

l0, x < 15 l1, x > 5 l2,>
c < 5 /c := 0 c < 10

r

�
u, (a1a2 . . . am)

�
= inf

i2{1,2,...,n}
r(u, (ai))

r

� n̂

i=1

(xi ./i di), (a)
�
= inf

i2{1,2,...,n}
r(xi ./i di, (a)) where ./i2 {>,�,, <}

r(x � d, (a)) = a(x)� d where �2 {�, >}
r(x � d, (a)) = d� a(x) where �2 {, <}

Fig. 2: Example of a TSWA W = (A,r) which is the pair of the TSA A (upper)
and the cost function r (lower). See Definition 5 for the precise definition.

The right of Fig. 1 illustrates the result of quantitative timed pattern matching.
Quantitative timed pattern matching computes the semantics

�
M(�,W)

�
(t, t0),

with respect toW, for each sub-signal �([t, t0)) of �. The current semantics shows
how robustly the conditions are satisfied. The semantics

�
M(�,W)

�
(3, 15) for

the sub-signal �
�
[3, 15)

�
is 5, which is the value at (3, 15) in the right of Fig. 1.

This is because the distance between the first constraint x < 15 and the first
valuation x = 10 of the sub-signal �

�
[3, 15)

�
is 5, and the distance between the

second constraint x > 5 and the valuations x = 10, x = 40, and x = 60 of the
sub-signal �

�
[3, 15)

�
is not smaller than 5. The semantics

�
M(�,W)

�
(10, 15) for

the sub-signal �
�
[10, 15)

�
is �25, which is the value at (10, 15) in the right of

Fig. 1. Thus, the sub-signal �
�
[3, 15)

�
satisfies the condition specified in W more

robustly than the sub-signal �
�
[10, 15)

�
.

Our algorithm is online and it starts returning the result before obtaining
the entire signal �. For example, after obtaining the sub-signal �

�
[0, 7.5)

�
of

the initial 7.5 s, our algorithm returns that for any [t, t0) ✓ [0, 7.5), the score�
M(�,W)

�
(t, t0) is 5.

Our solution We formulate quantitative timed pattern matching using the short-
est distance [Moh09] of semiring-valued (potentially infinite) weighted graphs.
We reduce it to the shortest distance of finite weighed graphs. This is in con-
trast with the qualitative setting: the semantics is defined by the reachability

in a (potentially infinite) graph and it is reduced to the reachability in a finite

graph. The following is an overview.

Problem formulation We introduce timed symbolic weighted automata

(TSWAs) and define the (quantitative) semantics ↵(�,W) of a signal �
with respect to a TSWA W. Moreover, we define quantitative timed pat-

tern matching for a signal and a TSWA. A TSWA W is a pair (A,) of a
timed symbolic automaton (TSA) A — that we also introduce in this paper
— and a cost function . The cost function  returns a semiring value at
each transition of A, and the semiring operations specify how to accumulate
such values over time. This algebraic definition makes our problem general.
Fig. 2 shows an example of a TSWA.

4

ℝ ℝ
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Contribution
• Introduced timed symbolic weighted automata (TSWA)


• TSWA: timed automata with signal constraints (TSA) 
 
             + semiring-valued weight function 

• Gave online algorithm for quantitative timed pattern 
matching


• Implementation + experiments → Scalable!!

12

Automata structure

Quantitative semantics
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Offline [Ulus+, FORMATS’14] 
(TRE)

[Bakhirkin+, FORMATS’17] 
(Signal RE)

Online
[Ulus+, TACAS’16], 

[Bakhirkin+, FORMATS’18] 
(TRE & TA)

[Contribution] 
(TSWA)

Timed 
automata

Timed automata 
with  

signal constraints

Only “Robust” 
Semantics


[Fainekos & Pappas, TCS’09]

Any Semantics 
defined by semiring-

valued weight 
function
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Outline
• Motivation + Introduction


• Technical Part


• Timed symbolic weighted automata (TSWA)


• TSWA: TA with signal constraints + weight function


• Quantitative monitoring/timed pattern matching algorithm


• Idea: zone construction with weight


• Experiments
14
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TSWA: TA with signal 
constraints + weight function
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l0start l1 l2
c < 5 /c := 0 c < 10

Timed Automaton (TA)
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constraints + weight function

16

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

Timed Symbolic Automaton (TSA)
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graph. The following is an overview.

Problem formulation We introduce timed symbolic weighted automata

(TSWAs) and define the (quantitative) semantics ↵(�,W) of a signal �
with respect to a TSWA W. Moreover, we define quantitative timed pat-

tern matching for a signal and a TSWA. A TSWA W is a pair (A,) of a
timed symbolic automaton (TSA) A — that we also introduce in this paper
— and a cost function . The cost function  returns a semiring value at
each transition of A, and the semiring operations specify how to accumulate
such values over time. This algebraic definition makes our problem general.
Fig. 2 shows an example of a TSWA.

4

Timed Symbolic Weighted Automaton (TSWA)
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Automata structure

Quantitative 
semantics

Timed Symbolic Weighted Automaton (TSWA)
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Weight function  
κ: Φ(X, ) × ( X)⊛ → S𝔻 𝔻

• κ(Λ(l),u):  weight for the stay at l with signal values u 

• Semiring: set S with accumulating operators ⊕  and ⊗ 

• We can use any complete and idempotent semiring

18

Constraints on signal 
values at the location

Sequence of signal 
values at the location

Semiring 
value
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continuous transitions

Semantics: Weighted TTS

19

→(l, ν, t, u) (l, ν + 3, t + 3, )u ∘ u′ (l', ν', t +3, ε)
3.0 e

κ(Λ(l), )u ∘ u′ 

4.0 (l, ν + 4, t + 4, )u ∘ u′ ′ (l', ν", t + 4, ε)
e

κ(Λ(l), )u ∘ u′ ′ 

⋮

• l: location 
• ν: clock valuation 
• t: absolute time 
• u: sequence of signal values after the latest discrete transition

discrete transitions



M. Waga (Kyoto U.)

One path in Weighted TTS

20

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

t

v

0

12.0

7.0

7.03.5

→(l0, c=0, 0,ε)

here 0
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⊗

Boolean sup-inf tropical

S {True/False}

⊕ ∨ sup inf
⊗ ∧ inf +

ℝ ∪ {±∞} ℝ ∪ {+∞}
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Accumulating paths in Weighted TTS

21

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

t

v

0

12.0

7.0

7.03.5

κ(v < 15, {v=7}) ⊗ κ(v > 5, {v=7}{v=12}) 
→(l0, c=0, 0,ε) (l0, c=2, 2, {v = 7}) (l1, c=0, 3, ε) (l1, c=5, 7, {v = 7}{v = 12}) (l2, c=5, 7, ε)

2.0 e 5.0 e
7.00

Boolean sup-inf tropical

S {True/False}

⊕ ∨ sup inf
⊗ ∧ inf +

κ(v < 15, {v=7}{v=12}) ⊗ κ(v > 5,{v=12})
→(l0, c=0, 0,ε) (l0, c=4, 4, {v = 7}{v = 12}) (l1, c=0, 4, ε) (l1, c=3, 7, {v = 12}) (l2, c=3, 7, ε)

4.0 e 3.0 e

2.0

⋮

ℝ ∪ {±∞} ℝ ∪ {+∞}
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Timed symbolic weighted 
automata (TSWA)

22

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

TSA: the automata structure

Weight function (κ): the one-step semantics 
(weight on each transition) 

Semiring operations (⊗,⊕): how to accumulate 
weights 
One-step semantics → semantics for a path/TSWA
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Outline
• Motivation + Introduction


• Technical Part


• Timed symbolic weighted automata (TSWA)


• TSWA: TA with signal constraints + weight function


• Quantitative monitoring/timed pattern matching algorithm


• Idea: zone construction with weight


• Experiments
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Review: Reachability by zones

24

continuous transitions

→(l, ν) (l, ν + 0.1) (l', ν')
0.1 e

0.2
(l, ν + 0.2) (l', ν")

e

⋮

discrete transitions

0.21 (l, ν + 0.21) (l'', ν'")e'

Infinitely many reachable states!! → symbolic analysis by zones

Infinitely many delays!!
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continuous transitions

→(l, Z) (l, {ν + T | ν ∈ Z, T ∈ })ℝ+ (l', Z')
T e

discrete transitions

Infinitely many reachable states!! → symbolic analysis by zones

(l'', Z'')
e'

Review: Reachability by zones
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Observation: reachability 
is shortest distance over 

Boolean semiring!

26
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Observation: reachability is shortest 
distance over Boolean semiring!
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→(l, Z) (l, {ν + T | ν ∈ Z, T ∈ })ℝ+ (l', Z')
T e

(l'', Z'')
e'
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Observation: reachability is shortest 
distance over Boolean semiring!

27

→(l, Z) (l, {ν + T | ν ∈ Z, T ∈ })ℝ+ (l', Z')
T e

(l'', Z'')
e'

Reachable at all the transitions (∧)

Reachable 
for one 
path (∨)

⋁
p∈Paths (⋀

i

(pi, pi+1) ∈ E)
Reachability
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Observation: reachability is shortest 
distance over Boolean semiring!

27

→(l, Z) (l, {ν + T | ν ∈ Z, T ∈ })ℝ+ (l', Z')
T e

(l'', Z'')
e'

Reachable at all the transitions (∧)

Reachable 
for one 
path (∨)

⋁
p∈Paths (⋀

i

(pi, pi+1) ∈ E)

⨁
p∈Paths (⨂

i

w(pi, pi+1))
Shortest Distance (for semiring) Boolean sup-inf tropical

S {True/False}

⊕ ∨ sup inf
⊗ ∧ inf +

Reachability

ℝ ∪ {±∞} ℝ ∪ {+∞}
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Observation: reachability is shortest 
distance over Boolean semiring!

28

Qualitative [Bakhirkin+, FORMATS’18]

Quantitative [Contribution]

TA zone graph 
(with Boolean weight)

reachability 
(qualitative  
semantics)

zone constr.
reachability checking 

(Boolean shortest distance)

TSWA zone graph 
with semiring weight

quantitative 
semantics

zone constr.
semiring  

shortest distance
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Zone construction with weight

29

t

v

0

12.0

7.0

7.03.50

→(l0,c = T = 0, ε)

• T: absolute time 
• Accepted ⇔ transit to acc. loc. at T = |σ| (= 7.0)

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

This is OK for monitoring
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Main Theorem: Correctness

33

Thm. 
The shortest distance in the zone graph with weight is same 
as the shortest distance in the weighted TTS for any 
complete and idempotent semiring.

Boolean sup-inf tropical

S {True/False}

⊕ ∨ sup inf
⊗ ∧ inf +

All of them work!!

ℝ ∪ {±∞} ℝ ∪ {+∞}
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Local Conclusion: Zone 
Construction with Weight

• The construction is basically same as the usual zone 
construction


• Weights are same as weighted TTS 


• The state space is finite thanks to zones and finite 
horizon of the input signal

34
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Matching Automata for Pattern Matching

35

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

linit,>start l0, v < 15 l1, v > 5 l2,>
>/T 0 := 0, c := 0 c < 5/c := 0 c < 10

• Add linit to wait for the beginning of the 
matching 

• Add clock variable T’ for the beginning 
of the matching

[Bakhirkin+, FORMATS’18]
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Outline
• Motivation + Introduction


• Technical Part


• Timed symbolic weighted automata (TSWA)


• TSWA: TA with signal constraints + weight function


• Quantitative monitoring/timed pattern matching algorithm


• Idea: zone construction with weight


• Experiments
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Environment of Experiments
• Semirings: sup-inf ( ∪ {± ∞}, sup, inf) and tropical (  ∪ {+ ∞}, inf, +)


• Used 3 original benchmarks (automotive): 

• Inspired by  ST-Lib [Kapinski+, SAE Technical Paper’16]


• Overshoot: |vref - v| gets large after vref changed 

• Only matches the sub-signals of length < 150 time units


• Ringing: v(t) - v(t-10) gets positive and negative repeatedly

• Only matches the sub-signals of length < 80 time units


• Overshoot (unbounded): |vref - v| gets large after vref changed  

• No such bounded


• Amazon EC2 c4.large instance / Ubuntu 18.04 LTS (64 bit)

• 2.9 GHz Intel Xeon E5-2666 v3, 2 vCPUs, 3.75 GiB RAM 

ℝ ℝ

37
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Execution Time

38

• Execution time is linear for the bounded spec.

• 1,000 entries / 1 or 2 sec.


• Execution time explodes for the unbounded spec.

Online Quantitative Timed Pattern Matching 15

vref < 35
|v − vref | < 10

vref > 35
|v − vref | > 10 "

c < 10 c < 150

450 550 650
450

550

650
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0

30

60

90

Fig. 6. Overshoot: The set of input signals is generated by the cruise control
model [1]. The TSA is for the settling when the reference value of the velocity is
changed from vref < 35 to vref > 35. The left and right maps are for the sup-inf and
tropical semirings, respectively.
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Fig. 7. Ringing: The set of input signals is generated by the same model [1] as that
in Overshoot. The TSA is for the frequent rise and fall of the signal in 80 s. The
constraints rise and fall are rise = v(t)−v(t−10) > 10 and fall = v(t)−v(t−10) < −10.
The left and right maps are for the sup-inf and tropical semirings, respectively.
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Fig. 8. Overshoot (Unbounded): The set of input signals is generated by the same
model [1] as that in Overshoot. The TSA is almost the same as that in Overshoot,
but the time-bound (c < 150) is removed. The left and right maps are for the sup-inf
and tropical semirings, respectively.
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RQ1: Practical Performance. Figures 9 and 10 show the execution time and
memory usage of our quantitative timed pattern matching for the TSWAs W
and signals σ. Here, we fixed the sampling frequency to be 0.1 Hz and changed
the duration |σ| of the signal from 60,000 s to 600,000 s in Overshoot and
Ringing, and from 1,000 s to 10,000 s in Overshoot (Unbounded).

In Fig. 9, we observe that Algorithm 2 handles the log with 60,000 entries in
less than 20 s with less than 7.1 MiB of memory usage for Overshoot, and in
about 1 or 2 min with less than 7.8 MiB of memory usage for Ringing. In Fig. 10,
we observe that Algorithm 2 handles the log with 10,000 entries in less than
120 s with less than 250 MiB of memory usage for Overshoot (Unbounded).
Although the quantitative timed pattern matching problem is complex, we con-
clude that its practical performance is realistic.

RQ2: Change in Speed and Memory Usage with Signal Size. Figures 9 and 10
show the execution time and memory usage of our quantitative timed pattern
matching. See RQ1 for the detail of our experimental setting.

In Fig. 9, for the TSAs with time-bound, we observe that the execution time is
linear with respect to the duration |σ| of the input signals and the memory usage
is more or less constant with respect to the duration |σ| of the input signals. This
performance is essential for a monitor to keep monitoring a running system.

In Fig. 10, for the TSA without any time-bound, we observe that the execu-
tion time is cubic and the memory usage is quadratic with respect to the number
of the entries in |σ|. The memory usage increases quadratically with the number
of the entries because the intermediate weight weightj has an entry for each ini-
tial interval [τi, τi+1) of the trimming and for each interval [τk, τk+1) where the
transition occurred. The execution time increases cubically with respect to the
number of the entries because the shortest distance is computed for each entry
of weightj . However, we note that our quantitative timed pattern matching still
works when the number of the entries is relatively small.

RQ3: Change in Speed and Memory Usage with Sampling Frequency. Figure 11
shows the execution time and memory usage for each TSWA W and signal σ of
Overshoot and Ringing. Here, we fixed the number of the entries to be 6,000
and changed the sampling frequency from 0.1 Hz to 1.0 Hz.
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Conclusion
• Introduced timed symbolic weighted automata (TSWA)


• TSWA: TA with signal constraints + weight function 

• Gave quantitative monitoring/timed pattern matching 
algorithm


• Idea: zone construction with weight


• Implementation + experiments


• scalable for bounded specifications
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Example: “Robust” Semantics
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l0, x < 15 l1, x > 5 l2,>
c < 5 /c := 0 c < 10

r

�
u, (a1a2 . . . am)

�
= inf

i2{1,2,...,n}
r(u, (ai))

r

� n̂

i=1

(xi ./i di), (a)
�
= inf

i2{1,2,...,n}
r(xi ./i di, (a)) where ./i2 {>,�,, <}

r(x � d, (a)) = a(x)� d where �2 {�, >}
r(x � d, (a)) = d� a(x) where �2 {, <}

Fig. 2: Example of a TSWA W = (A,r) which is the pair of the TSA A (upper)
and the cost function r (lower). See Definition 5 for the precise definition.

The right of Fig. 1 illustrates the result of quantitative timed pattern matching.
Quantitative timed pattern matching computes the semantics

�
M(�,W)

�
(t, t0),

with respect toW, for each sub-signal �([t, t0)) of �. The current semantics shows
how robustly the conditions are satisfied. The semantics

�
M(�,W)

�
(3, 15) for

the sub-signal �
�
[3, 15)

�
is 5, which is the value at (3, 15) in the right of Fig. 1.

This is because the distance between the first constraint x < 15 and the first
valuation x = 10 of the sub-signal �

�
[3, 15)

�
is 5, and the distance between the

second constraint x > 5 and the valuations x = 10, x = 40, and x = 60 of the
sub-signal �

�
[3, 15)

�
is not smaller than 5. The semantics

�
M(�,W)

�
(10, 15) for

the sub-signal �
�
[10, 15)

�
is �25, which is the value at (10, 15) in the right of

Fig. 1. Thus, the sub-signal �
�
[3, 15)

�
satisfies the condition specified in W more

robustly than the sub-signal �
�
[10, 15)

�
.

Our algorithm is online and it starts returning the result before obtaining
the entire signal �. For example, after obtaining the sub-signal �

�
[0, 7.5)

�
of

the initial 7.5 s, our algorithm returns that for any [t, t0) ✓ [0, 7.5), the score�
M(�,W)

�
(t, t0) is 5.

Our solution We formulate quantitative timed pattern matching using the short-
est distance [Moh09] of semiring-valued (potentially infinite) weighted graphs.
We reduce it to the shortest distance of finite weighed graphs. This is in con-
trast with the qualitative setting: the semantics is defined by the reachability

in a (potentially infinite) graph and it is reduced to the reachability in a finite

graph. The following is an overview.

Problem formulation We introduce timed symbolic weighted automata

(TSWAs) and define the (quantitative) semantics ↵(�,W) of a signal �
with respect to a TSWA W. Moreover, we define quantitative timed pat-

tern matching for a signal and a TSWA. A TSWA W is a pair (A,) of a
timed symbolic automaton (TSA) A — that we also introduce in this paper
— and a cost function . The cost function  returns a semiring value at
each transition of A, and the semiring operations specify how to accumulate
such values over time. This algebraic definition makes our problem general.
Fig. 2 shows an example of a TSWA.

4

Weight Function: minimum distance from the threshold

Semiring: sup-inf semiring
Robustness
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4

Weight Function: minimum distance from the threshold

Semiring: sup-inf semiring
Boolean sup-inf tropical

S {True/False} R ∪ {±∞} R ∪ {+∞}

⊕ ∨ sup inf
⊗ ∧ inf +

Robustness
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Comparison of the semiring
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t

v

0

13.0

7.0

l0, v < 15start l1, v > 5 l2,>
c < 5 /c := 0 c < 10

Boolean sup-inf tropical

S {True/False} R ∪ {±∞} R ∪ {+∞}

⊕ ∨ sup inf
⊗ ∧ inf +

κ(v < 15, {v=13}) = 2

→(l0, c=0, 0,ε) (l0, c=2, 2, {v = 7}) (l1, c=0, 3, ε) (l1, c=5, 7, {v = 7}{v = 12}) (l2, c=5, 7, ε)

κ(v > 5, {v=13}) = 8⊗

Sup-inf semiring

Tropical semiring

2 ⊗ 8 = inf (2, 8) = 2

2 ⊗ 8 = 2 + 8 = 10
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Input 
• Finite-valued signal σ 

• System log  
• e.g.,  

• Real-time spec.  
• Spec. to be monitored 

• e.g., The velocity should not keep high for > 1 sec. 

Output 
• All the subsignals σ([t,t′)) of the log satisfies the spec. 

• e.g., σ([4.0,8.0)), σ([6.0,8.0)), σ([6.0,7.5)), …

𝒲
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We want to know how robustly the spec. is satisfied!!
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