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Abstract
Multipath transport protocols require awareness of the capability of different

paths being used for transmission. It is well known that round trip time (RTT)
can be used to estimate retransmission timeout with reasonable accuracy. However,
using RTT to evaluate the delay of forward or backward paths is not always suitable.
In fact, these paths are usually dissimilar, and therefore the packet delay can be
significantly different in each direction.

We propose a forward and backward delay estimator that aims to solve this
problem. Based on the results of the estimator, a new retransmission heuristic
mechanism for multipath transport is proposed. With this same technique we also
build two other heuristics: A bottleneck bandwidth estimator and a shared con-
gestion detector. These help the sender to choose the high bandwidth path in
retransmission and ensure TCP-friendliness in multipath transport, respectively.

1 Introduction

There is a current trend towards equipping mobile devices, such as laptops, smart phones,
PDAs, etc, with more than one network interface. Consequently, the multipath transport
problem has received increasing attention. Using multipath in data transmission enables
bandwidth aggregation, reliability improvement and security enhancement. We argue
that protocols in the transport layer have the ability to figure out the capability of the
network and are therefore the appropriate place to seek optimal performance. Protocols
that have been proposed to support multipath transport in this layer can be classified
into TCP-based and non-TCP-based. We look at some of these next.

1.1 TCP-based protocols

The earliest idea for Multi-Homed TCP was proposed by Huitema [1]. Following that,
some other TCP-based multipath transport mechanisms were designed. Hsieh et al. [2]
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proposed parallel TCP (pTCP), which provided an infrastructure for data striping within
the transport layer. An extension to the original TCP protocol called concurrent TCP
(CTCP) [3] was proposed and implemented in the FreeBSD kernel by Dong et al. CTCP
achieves multi-path load balancing [4] in the transport layer and retains backwards com-
patibility with regular TCP. Rojviboonchai et al. introduced a kind of Multi-path TCP
(M/TCP) [5], which added an option into the original TCP packet to support multipath
transport. Based on Internet measurement research and RON [6], Zhang et al. proposed
Mtcp [7], which included a mechanism for shared path detection, and a heuristic method
to find disjoint paths between pairs of nodes. SACK [8] was used in Mtcp and sent only
on one reverse path. Sarkar proposed a Concurrent Multipath TCP (cmpTCP) [9], which
was an extension of TCP New Reno and SCTP. A Markov model for estimation of the
expected window size of each path was also proposed in this paper. Gerla et al. [10]
introduced a scenario for using TCP Westwood in the multiple path case. Hasegawa et
al. [11] proposed Arrival-Time matching Load-Balancing (ATLB), which employed a data
distribution method for multipath TCP communication.

1.2 Non-TCP-based protocols

Non-TCP-based schemes can be implemented in new transport layer protocols that sup-
port multihoming features (such as SCTP [12] and DCCP [13]). Al et al. proposed load
sharing SCTP (LS-SCTP) [14], a scheme that uses a separate sequence number per path.
Based on similar idea, Liao et al proposed cmpSCTP [15]. This protocol uses several novel
mechanisms including multi-buffer structure, multi-state management, two-level sequence
numbers, and cooperative SACK strategy to realize effective bandwidth aggregation.

Some researchers believe that the current SCTP packet format already contains suf-
ficient information for the data source to make a distinction between all used paths.
Independent Per-Path Congestion Control SCTP (IPCC-SCTP) [16] which was proposed
by Ye et al. achieves per-path congestion control and leaves the packet format of SCTP
untouched. An implicit path sequence number was implemented in this paper. Fiore
et al. introduced Westwood SCTP with Partial Reliability (W-SCTP-PR) [17], which is
based on the Partial Reliability extension added to SCTP (PR-SCTP) [18], and on TCP
Westwood+ [19]. More detail about W-SCTP-PR can be found in [20]. Argyriou et al.
[21] provided techniques for bandwidth aggregation with SCTP. In [22], Concurrent Mul-
tipath Transfer (CMT) SCTP was proposed to compensate for the problems introduced
by using a unique sequence-number space for data transfers occurring concurrently over
multiple paths. A new mechanism of updating CMT congestion windows was proposed
in [23]. More specification about CMT mechanisms can be found in [24]. Based on [23],
Mobile Multipath SCTP (M2SCTP) [25] was proposed by Huang et al. in the wireless
environment.

2 Motivation

Previous work has proposed several different schemes to overcome the problems of ex-
tending TCP or SCTP to multipath. In short, they have all tried to answer the question
on “how to make it work”. But now a slightly different question can be more challenging:
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“how to make it work well?” There are several problems. We will focus our attention on
three that look particularly relevant in the following paragraphs.

The first problem is how to select a suitable path for packets retransmission. When a
packet is lost due to congestion or link failure in multipath transport, the receiver host will
send duplicate acknowledgements. The sender has to retransmit the lost packets when it
receives a predefined number of duplicate acknowledgements (the default value is 3). An
intelligent retransmission mechanism can be designed to send the retransmitted packet
to the receiver host as soon as possible. Although the retransmission policy is critical
for the performance of multipath transport, there has been little research on this topic.
Caro et al. [26] studied the retransmission problem and proposed several policies in the
multihoming situation. These policies are not designed for multipath transport, but they
open the door to more research in this field. Iyengar et al. designed and evaluated five
retransmission policies for concurrent multipath transfer SCTP in [27]. Although they
have given several smart schemes, we argue the efficiency of the retransmission policy can
be improved.

Bandwidth estimation is the second problem. This is a significant component of
designing the retransmission mechanism. We believe the usage of bandwidth estimation
is more widely applicable. Bolot [28] presented a model for packets’ journeys through
links and routers along a connection in the Internet, which can be used for bandwidth
estimation. Based on timing information, Sender Based Packet Pair (SBPP) [29], Receiver
Based Packet Pair (RBPP) [29] and Receiver Only Packet Pair (ROPP) [30] were proposed
by different researches. The key problem in these packet pair mechanisms is how to design
high quality filtering algorithms to handle interval time compression or extension. Carter
et al. [31] accomplished that by using the histogram approach. Lai et al. [30] used
kernel density estimator algorithm to filter noise. Potential bandwidth filtering was also
proposed in [30] to avoid the influence of time compression and extended. In the multipath
scenario, we need to consider how to build a suitable bandwidth estimation mechanism.

The third problem is how to ensure TCP-friendly behaviour on each path. The ideal
situation is that all paths are independent. At least, one should identify that all used
paths do not have overlapping points of congestion. Several shared congestion detection
techniques have been proposed. These techniques use three kinds of information: packet
delay, packet loss and total throughput. Rubenstein et al. [32] proposed two approaches
that measure autocorrelation and cross-correlation of loss and delay using Poisson probes.
Simulations indicate that the delay-based approach outperforms the loss-based one. In-
stead of returning a “Yes/No” decision, Cui et al. [33] presented SCONE. It sends probe
flows along each of these paths and calculates the fraction of drops appearing in correlated
bursts as the estimate of shared congestion. Harfoush et al. [34] used loss probabilities of
single-packet and packet-pair probes (so-called conditional Bayesian probing) to identify
shared losses. Katabi et al. [35] proposed an entropy-based technique to partition a set
of unicast receivers at the same end system into clusters that share a common bottleneck.
Wang et al. [36] showed how to use passive measurement of TCP throughput to provide
information about path correlation. Kim et al. [37] proposed a robust technique based
on wavelet denoising and cross correlation. It can achieve faster convergence and high
accuracy both in simulation and Internet. Some of these solutions showed very good per-
formance. However, we still need a platform to implement a shared bottleneck detector
in the multipath scenario.
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3 Proposal overview

In order to solve the aforementioned problems, we need to dynamically get the information
on all available paths. In the transport layer, most current protocols use RTT as one of
key parameters to evaluate the paths. RTT can be considered as being composed of four
parts:

RTT = TS + TF + TR + TB, (1)

where TS is the process time at sender side, TF is the forward transmission time, TR is the
process time at receiver side, TB is the backward transmission time. Compared with TF

and TB,the values of TS and TR are usually negligible and can be omitted in the analysis.
TF and TB can be divided into two parts. So we can rewrite formula (1) as:

RTT = tFp + tFq + tBp + tBq, (2)

where tFp and tFq are the propagation delay and queuing delay in the forward path,
respectively. tBp and tBq have the same meaning in the backward path.

The value of retransmission timeout is set based on mean and variance of RTT. How-
ever, as seen before, the RTT contains the information of the forward and backward path.
We argue it is not the most suitable parameter to estimate the best path in a multipath
scenario. It is true that traditional single path transport protocols do not have anything to
gain in separating the forward or backward path delay from RTT. However, understand-
ing these different delays separately will enable us to design more efficient mechanisms in
the multipath transport.
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Figure 1: Two paths scenario without queue delay
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3.1 Key ideas

We propose a forward and backward delay estimator on different paths. Clock synchro-
nization comes to mind when trying to build such estimation. Although the Network
Time Protocol (NTP) [38] could be used for this, it will increase the burden on both the
network and the end hosts. More importantly, the accuracy of NTP is not high enough,
especially in a heavily congestion environment. Our proposal is to estimate and compare
the one way delay of different paths without clock synchronization. Consider a simple
two paths transport scenario (queue delay is 0) illustrated in Figure 1.

The double arrows with solid or dash lines in Figure 1 indicate whether or not we can
calculate these values based on timestamps, respectively. The conventional timestamp in
TCP has two functions: Round-Trip Time Measurement and Protection against Wrapped
Sequence Numbers [39]. In multipath transport protocols, instead of measuring dash lines’
values, we compare the differences between them.
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Figure 2: Two paths scenario with queue delay

Consider ∆tx(x = 1, 2, 3) to be the differences between corresponding path1’s times-
tamp and path2’s timestamp. According to the relationship of variables mentioned before,
we can get this system of linear equations as below:

tFp1 + tBp1 = RTT1 tFp2 + tBp2 = RTT2

tFp1 − tFp2 = ∆t2 −∆t1 tBp1 − tBp2 = ∆t3 −∆t2,
(3)

If we put system of linear equations into matrix equation, it is easy to know the rank
of matrix is less than the number of equations. That means there are infinite solutions.
In other words, we are not able to get the accurate value unless we have synchronized
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clocks on each side. The equations (3) are not affected by the sequence of data packet or
acknowledgements arrival. The situation will not change when we take queue delay into
consideration (Figure 2). In this case, equations (3) can be rewritten:

T F1 + TB1 = RTT1 T F2 + tB2 = RTT2

T F1 − TF2 = ∆t2 −∆t1 TB1 − TB2 = ∆t3 −∆t2,
(4)

We can calculate the value of TF1 − TF2 and TB1 − TB2 according to equations (4).
Then the differences of forward and backward delays between two paths can be obtained
by the sender. We think backward delay is an important parameter when selecting the
suitable path for the acknowledgement of retransmitted packet. The receiver should be
aware of comparative values on different paths. General acknowledgement sending should
NOT be effected by the results of backward delay estimate. We will discuss this in further
detail in Section 4.1.

3.2 Implementation in current protocols

Forward and backward delay estimator can be implemented in both TCP-based and non-
TCP-based multipath transport schemes:

Sender host: The first step is to add a timestamp to all data packets at the time they
leave the transport layer. The sender host can estimate the forward and backward delay
when acknowledgements on all paths are received. However, in some bandwidth-limited
situations (such as wireless sensor networks or ad-hoc networks), this scheme will possibly
be a big burden to the network. In such scenario, we suggest that a more flexible scheme
should be implemented.

Instead of making timestamp as a regular part of packet, the second scheme would
treat it as an option. A marker bit, we call it C, should be added to the data packet’s
header, together with a timestamp. When the data packet includes a timestamp, the
sender should set the marker bit C in the header. The interval time of setting bit C is
controlled by the sender. During the handshake stage, the sender must inform the receiver
which scheme will be used.

The second step for the sender is to set one path as the reference path when the
connection is created, and then calculate and record the mean and variance of forward
and backward delay estimate results between all available paths. If the state of current
reference path turns into inactive, the sender needs to select another path as the reference.

Receiver host: The main change is to modify the format of the acknowledgement
packets. Each of them must contain a receiver timestamp if the first scheme is used at
the sender side. In the second scheme, the marker bit C is checked as soon as the data
packet arrives. If C was set, the receiver will include the receiver timestamp into the
acknowledgement. In both schemes, the received sender timestamp should be added into
the acknowledgement packets, together with receiver timestamp.

3.3 Time granularity

Compare with wired network, wireless network might have longer delay in the data trans-
mission. In order to make the estimator more flexible in different scenario, some marker
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bits can be used to describe the principle of setting time granularity. For example, at the
handshake stage, default value of time interval is set to 1 ms and 2 marker bits are used
to partition 1 ms. If the marker bits are “01” or “10”, that means divide 1 ms into 2 or
4 parts, respectively. Figure 3 shows the relationship between the actual time and the
timestamp value in this case.

Figure 3: Timestamp ticks

3.4 Compatibility

It is desirable that protocols implementing the new estimate function are compatible with
old versions. To achieve this, we propose the sender to add an option request in the initial
packet at the handshake stage. The receiver is able to run the estimator if it responds to
this request. Otherwise the sender should use old mechanisms and formats to compose
data packets.

For TCP-based multipath transport schemes, there is already a TCP timestamp op-
tion. So compatibility for these schemes will be more straightforward. For non-TCP-based
multipath transport approaches, the format of any new option must be designed in line
with the original protocol. The goal is to let receivers which do not support the estimator
can deal with the initial packet correctly.

4 Heuristic mechanisms

4.1 Retransmission

Packet loss has a significant effect in reducing throughput. To limit its effect, a smart
retransmission mechanism is essential. Path selection in retransmission is a multistage
decision problem. Several parameters can be used in path selection to characterize the
state of paths, such as transmission delay, drop rate, bandwidth, etc.

In a multipath scenario, the existence of diverse paths can be used to our benefit. We
argue it is important to make sure the path used to retransmit a lost packet is faster and
more reliable than other available paths. In our proposal, ranking of each parameter is
needed. Instead of considering RTT, we estimate and compare the forward and backward
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delay between all available paths. The drop rate can be calculated by the sender easily.
The scheme which is used to estimate the bandwidth will be introduced in Section 4.2.
Then we can use these parameters’ values to rank different paths.

Each parameter is given a weighted value according to the importance. We need to
record the paths’ positions in each parameter ranking dynamically. Then the sender will
calculate the weighted sum of each path and choose the path which has the smallest
weighted sum for retransmission.

Some modifications should be made to the format of the retransmitted packets. After
computing the differences of backward delays on all available paths, mean and variance
should be calculated and recorded, thus factoring in the influence of history. Then the
sender should forward the information about the best backward path to the receiver,
piggybacked on each retransmitted packet. When these retransmitted packets arrive at
the receiver host, it is easy for the receiver to find the fastest backward path according to
the information in retransmitted packets. Then an acknowledgement should be generated
and sent via this path to let the sender obtain it as soon as possible.

4.2 Bandwidth estimation

Bandwidth estimation can be used not only in end-to-end transport performance opti-
mization and load balancing, but also in overlay network routing and peer-to-peer file
distribution. We emphasize it is also important in multipath transport, especially in
selecting the best retransmission path.

Figure 4: Packet Pair bandwidth estimation

Existing bandwidth estimation tools can measure both bottleneck capacity (maximum
possible bandwidth) and available bandwidth (maximum unused bandwidth). The basic
idea of the existing schemes is to send probes on each path and trace the gaps between
them. In multipath transport, there is no need to send probes because data packets are
sent through different paths. The sender can get all necessary information about gaps
between packets by using the scheme we proposed.
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We suggest making use of the Packet Pair mechanism [29]. In order to give retrans-
mission a good reference, we will estimate current available bandwidth. The algorithm
relies on the fact that if two packets with the same size are queued next to each other
at the bottleneck. These packets will have a greater separation after the bottleneck, as
illustrated in Figure 4. The scenario is composed by four links, link1 to link4, whose band-
widths are B1 to B4, respectively. The width of pipe graphically indicates the bandwidth
available on each link. The dark rectangles represent P-bit packets sent on the links and
their width is proportional to the packet transmission time.

Initially, the sender should select different packets with the same size in a send window
as samples for calculation (making sure the result will not exceed potential bandwidth).
After that, reduce the time interval of samples and keep the result stable. Meanwhile,
filter the noise and use kernel density estimator algorithm to get the value of bandwidth.
Several sender and receiver timestamps are needed when we estimate the bandwidth
(Figure 5). It is obviously that bandwidth estimate does not influence the forward and
backward delay estimator and our scheme supports potential bandwidth filtering well.
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Figure 5: Bandwidth estimates in multipath transport

4.3 Shared congestion detection

We suggest using the delay correlation with wavelet denoising (DCW), which was proposed
by Kim in [37], to detect shared congestion. DCW is applicable to any pair of paths on the
Internet without assumptions in common source or destination node, drop-tail queuing
and a single point of congestion. We give a short introduction about how to implement
DCW using our techniques. For simplicity, we consider only two paths as an example.

The first step is sampling: the source host will send data packets which contain the
sender timestamp. The destination host will send acknowledgements in the format we
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just discussed when it receives data packets. By using our method, the source host will
be able to calculate the difference between two timestamps. Missing samples are linearly
interpolated from neighboring samples. In this way, we are able to attain two sequences
of delay samples D1(t) and D2(t) from two paths.

The second step is processing: Assume the original signal is f(t), the noise signal
is n(t). The measured result can be expressed as x(t) = f(t) + n(t). it can also be
represented as an orthonormal expansion with wavelet basis ψi,j(t) = 2−i/2ψ(2−it− j) as
below [40]:

x(t) =
∞∑

i=−∞

∞∑
j=−∞

X i
jψi,j(t), (5)

where the wavelet coefficients are calculated from

X i
j =

∫ ∞

−∞
x(t)ψi,j(t)dt. (6)

The X i
j is the discrete wavelet transform of x(t) at scale i and at translation j and

represents how x(t) is correlated with the i scaled and j translated basis function [37].
Then f̃(t), an approximation of the signal f(t), is obtained from the wavelet coefficients
of the measured data x(t) by suppressing noise with a nonlinear thresholding function,
dT [41].

dT (x) =


x− T,
x + T,

0,

if x ≥ T
if x ≤ −T
if |x| < T.

(7)

Once the threshold is selected, the denoised signal f̃(t) is obtained by applying the
threshold to the wavelet coefficients X i

j.

f̃(t) =
∞∑

i=−∞

∞∑
j=−∞

dT (X i
j)ψi,j(t). (8)

According to the method above, D̃1(t) and D̃2(t) can be achieved. Then we can
calculate their cross-correlation coefficient XCOR12 using the formula below and get the
result whether these two paths are independent or not:

XCORXY ;n =

n∑
i=1

(Xi − X̄)(Yi − Ȳ )√
n∑

i=1

(Xi − X̄)2 ·
n∑

i=1

(Yi − Ȳ )2

. (9)

The recommended sample rate is 10 Hz. A higher rate can be achieved if our scheme
is used. That means the accuracy of DCW can be improved.

Whether or not the congestion link is shared currently, it is necessary to check peri-
odically due to the dynamic nature of the network. How to choose the interval time of
check is an open issue.
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5 Conclusions and future work

To the best of our knowledge, this is the first proposal about the estimator of forward and
backward delay in multipath transport. In TCP and other single path transport protocols,
knowing the one way delay value is not necessary because the sender has only one path
at its disposal to use when it needs to retransmit a packet. However, the situation is
different in multipath transport. We argue it is important to understand the differences
of forward and backward delays on all available paths in this case.

In this document we proposed forward and backward delay estimator, a new approach
that can be used to estimate and compare the transport delay on forward and backward
paths. Similar mechanism can also be designed if we use clock synchronization. However,
accurate clock synchronization is hard to achieve, and gives both network and communi-
cation host more burdens. More importantly, the delay differences between all available
paths are enough for choosing the best retransmission path. The backward delay esti-
mation should not be treated as byproduct. It plays an important role in making the
acknowledgement of retransmitted packet arrive the sender side as soon as possible. The
main drawback of the estimator is the changes required in the original packet format.
Also, for the scheme to work, both sender and receiver must enable estimate feature.

We have also proposed a retransmission heuristic mechanism based on the estimator.
It gives each parameter a suitable weight according to the importance, and records the
paths’ positions in each parameter ranking. The sender will calculate the weighted sum
and the path with the smallest weighted sum will be used to retransmit lost packet. A
bandwidth estimation heuristic was built to choose the path with high bandwidth in
retransmission. Besides this, a shared congestion detection heuristic was also built, which
can be used to improve the TCP-friendliness of multipath transport.

Forward and backward delay estimator is suitable for multihomed end hosts with mul-
tiple interfaces naturally. However, we believe this mechanism can also be implemented
in multipath end hosts that use single interface (discussed in [42][43][44]), as long as
multipath routing is available and can be controlled by the end hosts.

As future work, we will implement the estimator in a multipath transport protocol
and evaluate the mechanism in a variety of scenarios. We also intend to work on using
this estimator to improve the performance of scheduling mechanisms.
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