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Consider a set of codewords C1,Cy,...,Cy of lengths nqi,no,...,ny, such that:

n1§n2<

.<ny

Now consider the finite binary tree representing these codes, T¢. Some of the nodes are labelled as codewords.
We have the restriction that the subtree rooted at a codeword contains only that one codeword.

Tripartition the nodes of the tree into codewords, prefixes and NCPs (Neither Codeword nor Prefix). If the subtree
rooted at node X contains at least one codeword, and X is not a codeword, then X is a prefix. If the subtree
rooted at X contains no codewords at all, X is an NCP.

Now define:

4 def depth of node C; in tree T C; € T
ot 0 C; ¢T

Define the cost, C(T), of the tree T as:

def 1
C(T) = Z 2di, T

ie{jeN | C;eT}

If the root of T is a codeword, C(T) = 1, by definitions of codeword and C.
If the root of T is an NCP, C(T) = 0, by definitions of NCP and C.
If the root of T is a prefix, and the subtrees are T; and T, then:

C(T) = (C(T1) + C(T2)) / 2

(asdin:di’Tl-l—].fOI‘Z'G{jEN‘CjéTl}, di’T:di1T2+1fOf’ié{kGN‘CkGTg} and (CZET):>
(CZ S Tl) (5) (Cz € Tg) )

Then by structural induction on a finite tree T, C(T) < 1.

Case 1:  The root of T is a codeword. Then C(T) =1

Case 2:  The root of T is an NCP. Then C(T) =0

Case 3:  The root of T is a prefix, and the subtrees are T; and Ts. By the inductive hypothesis,
C(T1) €1 and C(T3) < 1. Therefore C(T) = (C(Ty) + C(Ty)) /2 < 1.

Therefore:

1
C(T) - Z 9di,T < 1

ie{jeN | C;eT}

But for Tc, {j e N|C; € Tc} ={1,2,...,N} and d; v, = n;, so:

> 21. =C(Tc) <1

1<i<N
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