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Minimum Spanning Tree Problem

- Given: undirected, connected graph $G=(V, E, w)$ with non-negative edge weights
- Goal: Find a subgraph $\subseteq E$ of minimum total weight that links all vertices


Applications

- Street Networks, Wiring Electronic Components, Laying Pipes
- Weights may represent distances, costs, travel times, capacities, resistance etc.
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## Proof:

- Let $T$ be a MST containing $A$
- Let $e_{\ell}$ be the lightest edge across the cut
- If $e_{\ell} \in T$, then we are done
- If $e_{\ell} \notin T$, then adding $e_{\ell}$ to $T$ introduces cycle
- This cycle crosses the cut through $e_{\ell}$ and another edge $e_{x}$
- Consider now the tree $T \cup e_{\ell} \backslash e_{x}$ :
- This tree must be a spanning tree
- If $w\left(e_{\ell}\right)<w\left(e_{X}\right)$, then this spanning tree has
 smaller cost than $T$ (can't happen!)
- If $w\left(e_{\ell}\right)=w\left(e_{x}\right)$, then $T \cup e_{\ell} \backslash e_{x}$ is a MST.
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If edges are already sorted, runtime becomes $O(E \cdot \alpha(n))$ !
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## Details of Kruskal's Algorithm

```
def kruskal(G)
    Apply Kruskal's algorithm to graph G
    Return set of edges that form a MST
A = Set() # Set of edges of MST; initially empty.
D = DisjointSet()
for v in G.vertices():
    D.makeSet (v)
8: E = G.edges()
9: E.sort(key=weight, direction=ascending)
10:
11: for edge in E:
12: startSet = D.findSet (edge.start)
13: endSet = D.findSet (edge.end)
14: if startSet != endSet:
15: A.append (edge)
16: D.union(startSet,endSet)
17: return A
```

    Correctness
    - Consider the cut of all connected components (disjoint sets)
- L. 14 ensures that we extend $A$ by an edge that goes across the cut
- This edge is also the lightest edge crossing the cut (otherwise, we would have included a lighter edge before)
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## Prim's Algorithm

- Gradually extends a tree into a MST by adding incident edges
- invokes Fibonacci heaps (priority queue)
- Runtime $\mathcal{O}(V \log V+E)$
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## Does a linear-time MST algorithm exist?

Karger, Klein, Tarjan, JACM'1995

- randomised MST algorithm with expected runtime $O(E)$
- based on Boruvka's algorithm (from 1926)

Chazelle, JACM'2000

- deterministic MST algorithm with runtime $O(E \cdot \alpha(n))$

Pettie, Ramachandran, JACM'2002

- deterministic MST algorithm with asymptotically optimal runtime
- however, the runtime itself is not known...

